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Ethics and Business

What is “business ethics”?
What is corporate social responsibility?
Is ethical relativism right?
How does moral development happen?
What role do emotions have in ethical reasoning?
What are the impediments to moral behavior?
When is a person morally responsible for doing wrong?
Maybe the best way to introduce a discussion of business ethics is by looking at how a real company has incorporated ethics into its operations. Consider then how Merck & Co., Inc., a U.S. drug company, dealt with the issue of river blindness.

River blindness is a debilitating disease that has afflicted about 18 million impoverished people living in remote villages along the banks of rivers in tropical regions of Africa and Latin America. The disease is caused by a tiny parasitic worm that is passed from person to person by the bite of the black fly, which breeds in fast-flowing river waters. The tiny worms burrow under a person’s skin, where they grow as long as 2 feet curled up inside ugly round nodules half an inch to an inch in diameter. Inside the nodules, the female worms reproduce by releasing millions of microscopic offspring called *microfilariae* that wriggle their way throughout the body moving beneath the skin, discoloring it as they migrate, and causing lesions and such intense itching that victims sometimes commit suicide. Eventually, the *microfilariae* invade the eyes and blind the victim. In some West African villages, the parasite had already blinded more than 60 percent of villagers over fifty-five. The World Health Organization estimated that the disease had blinded 270,000 people and left another 500,000 with impaired vision.

Pesticides no longer stop the black fly because it has developed immunity to them. Moreover, until the events described below, the only drugs available to treat the parasite in humans were so expensive, had such severe side effects, and required such lengthy hospital stays that the treatments were impractical for the destitute victims who lived in isolated rural villages. In many countries, young people fled the areas along the rivers, abandoning large tracts of rich fertile land. Villagers who stayed to live along the rivers accepted the nodules, the torturous itching, and eventual blindness as an inescapable part of life.

In 1980, Dr. Bill Campbell and Dr. Mohammed Aziz, research scientists working for Merck, discovered evidence that one of the company’s best-selling animal drugs, Ivermectin, might kill the parasite that causes river blindness. Dr. Aziz, who had once worked in Africa and was familiar with river blindness, traveled to Dakar, Senegal, where he tested the drug on villagers who had active infections. Astonishingly, he discovered that a single dose of the drug not only killed all the *microfilariae*, it also made the female worms sterile and made the person immune to new infections for months. When Aziz returned to the United States, he and Dr. Campbell went to see Merck’s head of research and development, Dr. P. Roy Vagelos, a former physician. They showed him their results and recommended that Merck develop a human version of the drug.

At the time, it cost well over $100 million to develop a new drug and test it in the large-scale clinical studies the U.S. government required. Roy Vagelos realized that even if they succeeded in developing a human version of the drug for the victims of river blindness, “It was clear that we would not be able to sell the medicine to these people, who would not be able to afford it even at a price of pennies per year.” And even if the drug was affordable, it would be almost impossible to get it to most of the people who had the disease since they lived in remote areas without access to doctors, hospitals, clinics, or drug stores. Moreover, if the drug had bad side effects for humans, these could threaten sales of the animal version of the drug, which were about $300 million a year. Finally, if a cheap version of the human drug was made available, it could be smuggled through black markets and resold for use on animals, thereby undermining the company’s sales of Ivermectin to veterinarians.

Although Merck had worldwide sales of $2 billion a year, its net income as a percent of sales had been in decline due to the rapidly rising costs of developing new drugs, the increasingly restrictive and costly regulations being imposed by government agencies, a lull in basic scientific breakthroughs, and a decline in the productivity of company research programs. The U.S. Congress was getting ready to pass...
the Drug Regulation Act, which would intensify competition in the drug industry by allowing competitors to more quickly copy and market drugs originally developed by other companies. Medicare had recently put caps on reimbursements for drugs and required cheaper generic drugs in place of the branded-name drugs that were Merck’s major source of income. In the face of these worsening conditions in the drug industry, was it a good idea for Merck to undertake an expensive project that showed little economic promise? On top of all this, Vagelos later wrote:

> There was a potential downside for me personally. I hadn’t been on the job very long and I was still learning how to promote new drug development in a corporate setting. While we had some big innovations in our pipeline, I was still an unproven rookie in the business world. I would be spending a considerable amount of company money in a field, tropical medicine, that few of us other than Mohammed Aziz knew very well … CEO Henry Gadsden had become worried—with good cause—about Merck’s pipeline of new products, and he had hired me to solve that problem. It was as obvious to me as it was to Mohammed and Bill that even if Ivermectin was successful against river blindness, the drug wasn’t going to pump up the firm’s revenue and make the stockholders happy. So I was being asked to take on some risk for myself and for the laboratories.

Vagelos knew he was faced with a decision that, as he said, “had an important ethical component.” Whatever the risk to the company and his career, it was clear that without the drug, millions would be condemned to lives of intense suffering and partial or total blindness. After talking it over with Campbell, Aziz, and other managers, Vagelos came to the conclusion that the potential human benefits of a drug for river blindness were too significant to ignore. In late 1980, he approved a budget that provided the money needed to develop a human version of Ivermectin.

It took seven years for Merck to develop a human version of Ivermectin. The company named the human version Mectizan. A single pill of Mectizan taken once a year could eradicate from the human body all traces of the parasite that caused river blindness and prevented new infections. Unfortunately, exactly as Vagelos had earlier suspected, no one stepped forward to buy the miraculous new pill. Over the next several years, Merck officials—especially Vagelos who by then was Merck’s chief executive officer (CEO)—pleaded with the World Health Organization (WHO), the U.S. government, and the governments of nations afflicted with the disease, asking that someone—anyone—come forward to buy the drug to protect the 100 million people who were at risk for the disease. None responded to the company’s pleas.

When it finally became clear no one would buy the drug, the company decided to give Mectizan away for free to victims of the disease. Yet, even this plan proved difficult to implement because, as the company had earlier suspected, there were no established distribution channels to get the drug to the people who needed it. Working with the WHO, therefore, the company financed an international committee to provide the infrastructure to distribute the drug safely to people in the Third World and to ensure that it would not be diverted into the black market to be sold for use on animals. Paying for these activities raised the amount it invested in developing, testing, and now distributing Mectizan to well over $200 million, without counting the cost of manufacturing the drug itself. By 2010, Merck had given away more than 2.5 billion tablets of Mectizan worth approximately $3.5 billion and was providing the drug for free to 80 million people a year in Africa, Latin America, and the Middle East. Besides using the drug to relieve the intense sufferings of river blindness, the company had expanded the program to include the treatment of elephantiasis, a parasitic disease...
that often coexists with river blindness which Merck researchers discovered could also 
be treated with Mectizan. By 2010, over 300 million people had received Mectizan to 
treat elephantiasis and 70 million more received it the following year.

When asked why the company invested so much money and effort into re-
searching, developing, manufacturing, and distributing a drug that makes no money, 
Dr. Roy Vagelos, CEO of the company, replied that once the company suspected that 
one of its animal drugs might cure a severe human disease that was ravaging people, 
the only ethical choice was to develop it. Moreover, people in the Third World “will 
remember” that Merck helped them, he commented, and will respond favorably to 
the company in the future. Over the years, the company had learned that such 
actions have strategically important long-term advantages. “When I first went to Japan 
15 years ago, I was told by Japanese business people that it was Merck that brought 
streptomycin to Japan after World War II to eliminate tuberculosis which was eating 
up their society. We did that. We didn’t make any money. But it’s no accident that 
Merck is the largest American pharmaceutical company in Japan today.”

Having looked at how Merck dealt with its discovery of a cure for river blindness, 
let us now turn to the relationship between ethics and business. Pundits sometimes 
quip that business ethics is a contradiction in terms—an “oxymoron”—because there 
is an inherent conflict between ethics and the self-interested pursuit of profit. When 
ethics conflicts with profits, they imply, businesses always choose profits over eth-
ics. Yet, the case of Merck suggests a different perspective—a perspective that many 
companies are increasingly taking. The managers of this company spent $200 mil-
lion developing a product that they knew had little chance of ever being profitable 
because they felt they had an ethical obligation to make its potentially great benefits 
available to people. In this case, at least, a large and very successful business seems to 
have chosen ethics over profits. Moreover, the comments of Vagelos at the end of the 
case suggest that, in the long run, there may be no inherent conflict between ethical 
behavior and the pursuit of profit. On the contrary, the comments of Vagelos suggest 
that ethical behavior creates the kind of goodwill and reputation that expand a company’s opportunities for profit.

Not all companies operate like Merck, and Merck itself has not always operated 
ethically. Many—perhaps most—companies will not invest in a research and develop-
ment project that will probably be unprofitable even if it promises to benefit humanity. 
Every day newspapers announce the names of companies that choose profits over ethics 
or that, at least for a time, profited through unethical behavior—Enron, Worldcom, 
Global Crossing, Rite-Aid, Oracle, ParMor, Adelphia, Arthur Andersen, Louisiana-
Pacific, and Qwest—are but a few of these. In 2004, even Merck was accused of failing 
to disclose heart problems associated with its drug Vioxx, and in 2010 the company put 
$4.85 billion into a fund to compensate patients who said they had suffered heart at-
tacks or strokes because they had used Vioxx. (In spite of its significant lapse in regard 
to Vioxx, Merck has remained committed to operate ethically and has continued to win 
dozens of awards for its openness and ethically responsible operations.)

Although there are many companies that at one time or another have engaged in 
unethical behavior, habitually unethical behavior is not necessarily a good long-term 
business strategy for a company. For example, ask yourself whether, as a customer, 
you are more likely to buy from a business that you know is honest and trustworthy 
or one that has earned a reputation for being dishonest and crooked. Ask yourself 
whether, as an employee, you are more likely to loyally serve a company whose ac-
tions toward you are fair and respectful or one that habitually treats you and other 
workers unjustly and disrespectfully. Clearly, when companies are competing against 
each other for customers and for the best workers, the company with a reputation for 
ethical behavior has an advantage over one with a reputation for being unethical.
This text takes the view that ethical behavior is the best long-term business strategy for a company—a view that has become increasingly accepted during the last few years. This does not mean that occasions never arise when doing what is ethical will prove costly to a company. Such occasions are common in the life of a company, and we will see many examples in this text. Nor does it mean that ethical behavior is always rewarded or that unethical behavior is always punished. On the contrary, unethical behavior sometimes pays off, and the good guy sometimes loses. To say that ethical behavior is the best long-range business strategy just means that, over the long run and for the most part, ethical behavior can give a company significant competitive advantages over companies that are not ethical. The example of Merck suggests being ethical is good business strategy, and a bit of reflection on how we, as consumers and employees, respond to companies that behave unethically supports the view that unethical behavior leads to a loss of customer and employee support. Later, we will see what more can be said for or against the view that ethical behavior is the best long-term business strategy for a company.

The more basic problem is, of course, that the ethical course of action is not always clear to a company’s managers. In the Merck case, Roy Vagelos decided that the company had an ethical obligation to proceed with the development of the drug. Yet to someone else the issue may not have been so clear. Vagelos notes he would be “spending a considerable amount of company money” in a way that would not “make stockholders happy” and that would put his own career at “some risk.” Don’t the managers of a company have a duty toward investors and shareholders to invest their funds in a profitable manner? Indeed, if a company spent all of its funds on charitable projects that lost money, wouldn’t it soon be out of business? Then, wouldn’t its shareholders be justified in claiming that the company’s managers had spent their money unethically? And should Vagelos have risked his career, with the implications this had for his family? Is it so clear, then, that Vagelos had an ethical obligation to invest in an unprofitable drug? What reasons can be given for his belief that Merck had an obligation to develop the drug? Can any good reasons be given for the claim that Merck had no such obligation? Which view do you think is supported by the strongest reasons?

Although ethics may be the best policy, then, the ethical course of action is not always clear. The purpose of this text is to help you, the reader, deal with this lack of clarity. Although many ethical issues remain difficult and obscure even after a lot of study, gaining a better understanding of ethics will help you deal with ethical uncertainties in a more adequate and informed manner.

This text aims to clarify the ethical issues that you may face when you work in a business and perhaps, become part of a company’s management team. This does not mean that it is designed to give you moral advice nor that it is aimed at persuading you to act in certain “moral” ways. The main purpose of the text is to provide you with a deeper knowledge of the nature of ethical principles and concepts along with an understanding of how you can use this knowledge to deal with the ethical choices you will encounter in the business world. This type of knowledge and skill should help you steer your way through ethical decisions like the one Vagelos had to make. Everyone in business is confronted with decisions like these, although usually not as significant as deciding whether to pursue a potential cure for river blindness. Before you even start working for a company, for example, you will be faced with ethical decisions about how “creative” your resume should be. Later, you may have to decide whether to cut corners just a little in your job, or whether to give your relative or friend a company contract, or whether to put a little extra into the expenses you report for a company trip you made. Or maybe you will catch a friend stealing from the company and have to decide whether to turn him in, or you will find out
your company is doing something illegal and have to decide what you are going to do about it, or maybe your boss will ask you to do something you think is wrong. Ethical choices confront everyone in business, and this text hopes to give you some ways of thinking through these choices.

We begin in this chapter by discussing three preliminary topics: (1) the nature of business ethics and some of the issues it raises, (2) moral reasoning and moral decision-making, and (3) moral responsibility.

1 The Nature of Business Ethics

According to the dictionary, the term *ethics* has several meanings. One of the meanings given to it is: “the principles of conduct governing an individual or a group.”

We sometimes use the term *personal ethics*, for example, when referring to the rules by which an individual lives his or her personal life. We use the term *accounting ethics* when referring to the code that guides the professional conduct of accountants.

A second—and for us more important—meaning of *ethics* according to the dictionary is this: Ethics is “the study of morality.” Just as chemists use the term *chemistry* to refer to a study of the properties of chemical substances, ethicists use the term *ethics* to refer primarily to the study of morality. Although ethics deals with morality, it is not quite the same as morality. Ethics is a kind of investigation—and includes both the activity of investigating as well as the results of that investigation—whereas morality is the subject matter that ethics investigates.

Morality

So what, then, is morality? We can define *morality* as the standards that an individual or a group has about what is right and wrong, or good and evil. To clarify what this means, let’s consider another case, one that is a bit different from the Merck case.

Several years ago, B. F. Goodrich, a manufacturer of vehicle parts, won a military contract to design, test, and manufacture aircraft brakes for the A7-D, a new light airplane the U.S. Air Force was designing. To conserve weight, Goodrich managers guaranteed that their compact brake would weigh no more than 106 pounds, contain no more than four small braking disks or “rotors,” and be able to repeatedly stop the aircraft within a specified distance. The contract was potentially very lucrative for the company and so its managers were anxious to deliver a brake hat “qualified,” that is, that passed all the tests the U.S. Air Force required for the A7-D.

An older Goodrich engineer, John Warren, designed the brake. A young engineer named Searle Lawson was given the job of determining the best material to use as the brake lining and testing the brake to make sure it “qualified.” Searle Lawson was in his twenties. He had just graduated from school with an engineering degree and Goodrich had only recently hired him.

Lawson built a “prototype”—a working model—of the small brake to test lining materials. He found that when the brake was applied, the linings on the four rotors heated up to 1500 degrees and began disintegrating. When he tried other linings and
got the same results, Lawson went over Warren's design and decided it was based on a mistake. By his own calculations, there was not enough surface area on the rotors to stop an airplane in the required distance without generating so much heat the linings failed. Lawson went to Warren, showed him his calculations and suggested Warren's design should be replaced with a new design for a larger brake with five rotors. Warren rejected the suggestion that his design was based on a mistake that a "green kid" just out of engineering school had discovered. He told Lawson to keep trying different materials for brake linings until he found one that worked.

But Lawson was not ready to give up. He went to talk with the manager in charge of the project and showed him his calculations. The project manager had repeatedly promised his own superiors that development of the brake was on schedule and knew he would probably be blamed if the brake was not delivered as he had promised. Moreover, he probably felt he should trust Warren who was one of his best engineers, rather than someone just out of engineering school. The project manager told Lawson that if Warren said the brake would work, then it would work. He should just keep trying different materials like Warren told him to do. Lawson left the project manager feeling frustrated. If he did not have the support of his superiors, he thought, he would just keep working with the brake Warren designed.

Several weeks later Lawson still had not found a lining that would not disintegrate on the brake. He spoke with his project manager again. This time his project manager told him to just put the brake through the tests required to "qualify" it for use on the A7-D airplane. Then, the manager told him in no uncertain terms that no matter what, he was to make the brake pass all its qualifying tests. His manager's orders shook Lawson and he later shared his thoughts with Kermit Vandivier, a technical writer who had been assigned to write a report on the brake:

I just can't believe this is really happening. This isn't engineering, at least not what I thought it would be. Back in school I thought that when you were an engineer you tried to do your best, no matter what it cost. But this is something else. I've already had the word that we're going to make one more attempt to qualify the brake and that's it. Win or lose, we're going to issue a qualification report. I was told that regardless of what the brake does on tests, it's going to be qualified.9

Lawson put together a production model of the brake and ran it through the tests a dozen times. It failed every time. On the thirteenth attempt, Lawson "nursed" the brake through the tests by using special fans to cool the brake and by taking it apart at each step, cleaning it carefully, and fixing any distortions caused by the high heat. At one point, a measuring instrument was apparently deliberately miscalibrated so it indicated that the pressure applied on the brake was 1000 pounds per square inch (the maximum available to the pilot in the A7-D aircraft) when the pressure was actually 1100 pounds per square inch.

Kermit Vandivier, who was to write the final report on the tests, was also troubled. He talked the testing over with Lawson who said that he was just doing what the project manager had ordered him to do. Vandivier decided to talk with the senior executive in charge of his section. The executive listened, but then said, "It's none of my business and it's none of yours." Vandivier asked him whether his conscience would bother him if during flight tests on the brake something should happen resulting in death or injury to the test pilot. The Goodrich executive answered, "Why should my conscience bother me? ... I just do as I'm told, and I'd advise you to do the same."10

When Kermit Vandivier was told to write up a report that concluded the brake had passed all qualifying tests, he refused. Such a report, he felt, would amount to

---

9 Adapted from Kermit Vandivier "Why should my conscience bother me?" In Robert Heilbroner IN THE NAME OF PROFIT. Copyright 1972 Doubleday, a division of Random House Inc. Used with permission.
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“deliberate falsifications and misrepresentations” of the truth. But a short time later, he changed his mind. He later said:

My job paid well, it was pleasant and challenging, and the future looked reasonably bright. My wife and I had bought a home ... If I refused to take part in the A7-D fraud, I would have to either resign or be fired. The report would be written by someone anyway, but I would have the satisfaction of knowing I had had no part in the matter. But bills aren't paid with personal satisfaction, nor house payments with ethical principles. I made my decision. The next morning I telephoned [my superior] and told him I was ready to begin the qualification report.

Lawson and Vandivier wrote the final report together. “Brake pressure, torque values, distances, times—everything of consequence was tailored to fit” the conclusion that the brake passed the qualifying tests. A few weeks after Goodrich published their report, the U.S. Air Force put the brakes on A7-D test planes and pilots began flying them.

Below, we will talk about what happened when test pilots flew the planes equipped with the Goodrich brakes. At this point, note that Lawson believed that as an engineer he had an obligation “to do your best, no matter what it cost,” and that Vandivier believed it was wrong to lie and to endanger the lives of others, and believed also that integrity is good and dishonesty is bad. These beliefs are all examples of moral standards.

**Moral standards** include the norms we have about the kinds of actions we believe are morally right and wrong, as well as the values we place on what we believe is morally good or morally bad. Moral norms can usually be expressed as general rules about our actions, such as “Always tell the truth,” “It’s wrong to kill innocent people,” or “Actions are right to the extent that they produce happiness.” Moral values can usually be expressed with statements about objects or features of objects that have worth, such as “Honesty is good,” and “Injustice is bad.”

Where do moral standards come from? Typically, moral standards are first learned as a child from family, friends, and various societal influences such as church, school, television, magazines, music, and associations. Later, as we mature, our experience, learning, and intellectual development will lead us to think about, evaluate, and revise these standards according to whether we judge them to be reasonable or unreasonable. You may discard some standards that you decide are unreasonable, and may adopt new standards because you come to believe they are more reasonable than the ones you previously accepted. Through this maturing process, you develop standards that are more rational and so more suited for dealing with the moral issues of adult life. As Lawson and Vandivier’s example shows, however, we do not always live up to the moral standards we hold; that is, we do not always do what we believe is morally right nor do we always pursue what we believe is morally good. Later in the chapter, we will look at how our actions can become disconnected from our moral beliefs.

Moral standards can be contrasted with norms or standards we hold about things that are not moral. Examples of **nonmoral standards and norms** (sometimes also called “conventional” standards and norms) include the standards of etiquette by which we judge people’s manners as good or bad, the rules of behavior set by parents, teachers, or other authorities, the norms we call the law by which we determine what is legally right and wrong, the standards of language by which we judge what is grammatically right and wrong, the standards of art by which we judge whether a painting or a song is good or bad, and the sports standards by which we judge how well a game of football or basketball is being played. In fact, whenever we make judgments about
the right or wrong way to do things, or judgments about what things are good and bad, or better and worse, our judgments are based on standards or norms of some kind. In Vandivier’s case, we can surmise that he probably believed that reports should be written with good grammar; that having a well-paid, pleasant, and challenging job was a good thing; and that it’s right to follow the law. The conventional norms of good grammar; the value of a well-paid, pleasant, and challenging job; and the laws of government are also standards, but these standards are not moral standards. As Vandivier’s decision demonstrates, we sometimes choose nonmoral standards over our moral standards.

How do we distinguish between moral and nonmoral or conventional standards? Before reading any further, look at the two lists of norms below and see if you can tell which is the list of moral norms and which is the list of nonmoral norms:

<table>
<thead>
<tr>
<th>Group One</th>
<th>Group Two</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Do not harm other people,”</td>
<td>“Do not eat with your mouth open,”</td>
</tr>
<tr>
<td>“Do not lie to other people,”</td>
<td>“Do not chew gum in class,”</td>
</tr>
<tr>
<td>“Do not steal what belongs to others.”</td>
<td>“Do not wear sox that do not match.”</td>
</tr>
</tbody>
</table>

During the last two decades, numerous studies have shown that the human ability to distinguish between moral norms and conventional or nonmoral norms emerges at a very early age and remains with us throughout life. The psychologist Elliot Turiel and several others have found that by the age of three, a normal child has acquired the ability to tell the difference between moral norms and conventional norms. By age three, the child sees violations of moral norms as more serious and wrong everywhere, while violations of conventional norms are less serious and wrong only where authorities set such norms. For example, three year olds will say that while it is not wrong to chew gum at schools where teachers do not have a rule against it, it is still wrong to hit someone even at schools where teachers do not have a rule against hitting. Because this ability to distinguish between moral and conventional norms develops in childhood, it was not just easy, but trivially easy for you to see that the norms in group one are moral norms, and those in group two are conventional. This innate ability to distinguish moral norms from conventional norms is not unique to Americans or Europeans or Westerners; it is an ability that every normal human being in every culture develops. People in all cultures may not completely agree on which norms are moral norms (although there is a surprising amount of agreement) and which are conventional, but they all agree that the two are different and that the difference is extremely important.

So what is the difference between moral norms and nonmoral or conventional norms? This is not an easy question to answer even if three year olds seem to know the difference. However, philosophers have suggested six characteristics that help pin down the nature of moral standards (and psychologists like Elliot Turiel and others have drawn on the work of philosophers to help them distinguish moral from nonmoral norms in their studies).

First, moral standards deal with matters that are serious, i.e., matters that we think can seriously wrong or significantly benefit human beings. For example, most people in American society hold moral standards against theft, rape, enslavement, murder, child abuse, assault, slander, fraud, lawbreaking, and so on. All of these plainly deal with matters that people feel are serious forms of injury. Because they are about serious matters, violating moral standards is seen as seriously wrong and we feel that the obligation to obey moral standards has greater claim on us than conventional norms do. In
Six Characteristics of Moral Standards

- Involve serious wrongs or significant benefits
- Should be preferred to other values including self-interest
- Not established by authority figures
- Felt to be universal
- Based on impartial considerations
- Associated with special emotions and vocabulary

the Goodrich case, it was clear that both Lawson and Vandivier felt that lying in their report and endangering the lives of pilots were both serious harms and so both were moral matters, whereas adhering to grammatical standards was not. And because the benefits of developing a cure for river blindness were so significant, Dr. Vaglos felt that Merck had an obligation to develop the medicine Mectizan.

Second, and strikingly, we feel that moral standards should be preferred to other values including (and perhaps especially) self-interest. That is, if a person has a moral obligation to do something, then he or she is supposed to do it even if this conflicts with other, conventional norms or with self-interest. In the Goodyear case, for example, we feel that Lawson should have chosen the moral values of honesty and respect for life over the self-interested value of keeping his job. This does not mean, of course, that it is always wrong to act on self-interest; it only means that when we believe a certain standard or norm is a moral norm, then we also feel that it would be wrong to choose self-interest over the moral norm. This second characteristic of moral standards is related to the first since part of the reason why we feel that moral standards should be preferred to other considerations is because moral standards deal with serious matters.

Third, unlike conventional norms, moral standards are not established or changed by the decisions of authority figures or authoritative bodies. Laws and legal standards are established by the authority of a legislature or the decisions of voters while family norms and classroom norms are set by parents and teachers. Authorities do not establish moral standards, however, nor does their validity rest on voters’ preferences, and so they cannot be changed by the decision of any person or group. Instead, the validity of moral standards rests on whether the reasons that support and justify them are good or bad; when moral standards are based on good reasons, the standards are valid.

Fourth, moral standards are felt to be universal. That is, if we genuinely hold that certain standards—such as “Do not lie” or “Do not steal”—are moral standards, then we will also feel that everyone should try to live up to those standards, and we will get upset when we see others transgressing them. When we learned that Bernard (“Bernie”) Madoff, and the managers of Enron and Lehman Brothers had all been lying to us and to their investors, and that Pfizer managers stole at least $1 billion from taxpayers, while Tenet Healthcare and HCA managers stole almost as much, we did not feel that it was okay for them to have violated our moral standards against lying and theft. We did not think: “It was okay for them to lie and steal, so long as they felt it was okay.” Nor did we think: “Although I feel lying and stealing is wrong, they do not have to abide by my moral standards.” On the contrary, the public got angry precisely because they felt that the standards against lying and stealing are moral standards, and so everyone has to abide by them, whether they want to or not. Conventional norms, on the other hand, are not seen as universal. Laws, for example, apply only within a specific jurisdiction; family rules are authoritative only within the family; game rules apply only to those playing the game, and so on.

Fifth, and generally, moral standards are based on impartial considerations. The fact that you will benefit from a lie while others will be harmed is irrelevant to whether lying is morally wrong. Some philosophers have expressed this point by saying that moral standards are based on “the moral point of view”—that is, a point of view that does not evaluate standards according to whether they advance the interests of a particular individual or group, but one that goes beyond personal interests to a “universal” standpoint in which everyone’s interests are impartially counted as equal. Other philosophers have made the same point by saying that moral standards are based on the kinds of impartial reasons that an “ideal observer” or an “impartial spectator” would accept, or that in deciding moral matters “each counts for one and none for more than one.” However, although impartiality is a
characteristic of moral standards, it must be balanced with certain kinds of partiality, in particular, with the partiality that arises from legitimate caring for those individuals with whom you have a special relationship, such as family members and friends. Morality says that we should be impartial in those contexts where justice is called for, such as when we are setting salaries in a public company. But morality also identifies certain contexts, such as taking care of family members, where preferential caring for individuals can be morally legitimate and perhaps, even morally required.

Last, moral standards are associated with special emotions and a special vocabulary. For example, if I act contrary to a moral standard, I will normally feel guilty, ashamed, or remorseful; I will describe my behavior as “immoral” or “wrong,” and I will feel bad about myself and experience a loss of self-esteem. A careful reading of Lawson’s and Vandivier’s statements, for example, suggests that they felt ashamed and guilty about what they were doing. And when we see others acting contrary to a moral standard we accept, we normally feel indignation, resentment, or even disgust toward those persons; we say that they are not “living up” to their “moral obligations” or their “moral responsibilities” and we may esteem them less. This is perhaps what you felt when reading about what Lawson and Vandivier did.

Moral standards, then, are standards that deal with matters that we think are of serious consequence, are based on good reasons and not on authority, override self-interest, are based on impartial considerations, and are associated with special feelings such as guilt and shame, and with a special moral vocabulary such as “obligation,” or “responsibility.” We learn these standards as children from a variety of influences and revise them as we go through our lives.

**Ethics**

What, then, is ethics? **Ethics** is the discipline that examines your moral standards or the moral standards of a society. It asks how these standards apply to your life and whether these standards are reasonable or unreasonable—that is, whether they are supported by good reasons or poor ones. So you start to do ethics when you take the moral standards you have absorbed from family, church, and friends and ask yourself: What do these standards imply for the situations in which I find myself? Do these standards really make sense? What are the reasons for or against these standards? Why should I continue to believe in them? What can be said in their favor and what can be said against them? Are they really reasonable for me to hold? Are their implications in this or that particular situation reasonable?

Take Vandivier and the B. F. Goodrich case as an example. Vandivier had apparently been raised to accept the moral standard that one has an obligation to tell the truth, and so he felt that in his particular situation, it would be wrong to write a false report on the brake. But we might ask whether writing what he felt was a false report was really wrong in his particular circumstances. Vandivier had several important financial obligations both toward himself and other people. He states, for example, that he had just married and bought a house, so he had mortgage payments to make each month and had to provide support for his family. If he did not write the report as he was ordered to do, then he would be fired and not be able to live up to these obligations. Do these moral obligations toward himself and his family outweigh his obligation not to write a false report? What is the basis of his obligation to tell the truth, and why is the obligation to tell the truth greater or lesser than a person’s obligations toward oneself and one’s family? Consider, next, Lawson’s obligations toward his employer, B. F. Goodrich. Doesn’t an employee have a moral obligation to obey his employer? Does the obligation to obey one’s employer outweigh the obligation to
“try to do your best” as an engineer? What is the source of both of these obligations, and what makes one greater or lesser than another? Consider, also, that the company and all its older and more experienced managers insisted that the best course of action was to write the report qualifying the brake. If something went wrong with the brake or the contract, B. F. Goodrich would be held accountable, not Lawson, who was a young and relatively low-level employee. Because the company, not Lawson, would be held accountable, did the company have the moral right to make the final decision about the report, instead of Lawson, who had just finished college? Does the moral right to make a decision belong to the party that will be held accountable for the decision? What is the basis of such a right, and why should we accept it? Consider, finally, that Vandivier states that, in the end, his personal refusal to participate in writing the report would have given him some “satisfaction,” but would have made no difference to what happened because someone else would have been hired to write the report. Because the consequences would be the same whether he agreed or refused, did he really have a moral obligation to refuse? Can one have a moral obligation to do something that will make no difference? Why?

Notice the sort of questions to which we are led by the choices Vandivier and Lawson faced. They are questions about whether it is reasonable to apply various moral standards to their situation, whether it is reasonable to say that one moral standard is more or less important than another, and what reasons we might have to hold these standards. When you ask these kinds of questions about your own moral standards or about the moral standards of your society, you have started to do ethics. Ethics is the study of moral standards—the process of examining the moral standards you or your society (or other societies) hold in order to determine whether these standards are reasonable or unreasonable and how, if at all, they apply to the concrete situations and issues you face. The ultimate aim of ethics is to develop a body of moral standards that you feel are reasonable for you to hold—standards that you have thought about carefully and have decided are justified for you to accept and to apply to the choices that fill our lives.

Ethics is not the only way to study morality. The social sciences—such as anthropology, sociology, and psychology—also study morality, but do so in a way that is different from the approach to morality that ethics takes. While ethics is a normative study of morality, the social sciences engage in a descriptive study of morality. A normative study is an investigation that tries to reach normative conclusions—that is, conclusions about what things are good or bad or about what actions are right or wrong. In short, a normative study aims to discover what ought to be. As we have seen, ethics is the study of moral standards whose explicit purpose is to determine as far as possible which standards are correct or supported by the best reasons, and so it tries to reach conclusions about moral right and wrong and moral good and evil.

A descriptive study is one that does not try to reach any conclusions about what things are truly good or bad or right or wrong. Instead, a descriptive study tries to describe or explain the world without reaching any conclusions about whether the world is as it ought to be. Anthropologists and sociologists, for example, may study the moral standards that a particular village or culture holds. In doing so, they try to develop accurate descriptions of the moral standards of that culture and perhaps, develop a theory that explains how they came to hold those standards. However, it is not the aim of anthropologists or sociologists to determine whether these moral standards are correct or incorrect.

Ethics, in contrast, is a study of moral standards whose explicit purpose is to determine as far as possible whether a given moral standard (or moral judgment based on that standard) is more or less correct. The sociologist asks, “Do Americans believe that bribery is wrong?” whereas the ethicist asks, “Is bribery wrong?” The ethicist,
then, is concerned with developing reasonable normative claims and theories, whereas an anthropological or sociological study of morality aims at providing descriptive characterizations of people’s beliefs.

**Business Ethics**

What we have said about ethics so far has been meant to convey an idea of what ethics is. Here, however, we are not concerned with ethics in general, but with a particular field of ethics: business ethics. Business ethics is a specialized study of moral right and wrong that focuses on business institutions, organizations, and activities. Business ethics is a study of moral standards and how these apply to the social systems and organizations through which modern societies produce and distribute goods and services, and to the activities of the people who work within these organizations. Business ethics, in other words, is a form of applied ethics. It not only includes the analysis of moral norms and moral values, but also tries to apply the conclusions of this analysis to that assortment of institutions, organizations, and activities that we call business.

As this description of business ethics suggests, the issues that business ethics covers encompass a wide variety of topics. To introduce some order into this variety, it will help if we keep separate three different kinds of issues that business ethics investigates: systemic, corporate, and individual issues. Systemic issues in business ethics are ethical questions raised about the economic, political, legal, and other institutions within which businesses operate. These include questions about the morality of capitalism or of the laws, regulations, industrial structures, and social practices within which U.S. businesses operate. One example would be questions about the morality of the government contracting system through which B. F. Goodrich was allowed to test the adequacy of its own brake design for the A7-D. Another example would be questions about the morality of the international institutions with which Merck was forced to deal when it was looking for a way to get its cure for river blindness to the people who needed it most.

Corporate issues in business ethics are ethical questions raised about a particular organization. These include questions about the morality of the activities, policies, practices, or organizational structure of an individual company taken as a whole. One set of examples of this kind of issue would be questions about the morality of B. F. Goodrich’s corporate culture or questions about the company’s corporate decision to “qualify” the A7-D brake. For example, did the Goodrich Company violate anyone’s rights when it qualified the brake? What impact did the company’s actions have on the welfare of the parties with whom it interacted? Were the company’s actions just or unjust to other parties? Another set of examples would be questions about the morality of Merck’s corporate decision to invest so many millions of dollars in a project that would probably not generate any profits. In doing this, did the company violate the rights of its stockholders? Was Merck’s action fair and just to the various parties it affected? Yet other questions might be directed at B. F. Goodrich’s corporate policies: Were ethics concerns part of its ongoing decision-making process? Did the company encourage or discourage employee discussions of how their decisions might impact the moral rights of other people?

Finally, individual issues in business ethics are ethical questions raised about a particular individual or particular individuals within a company and their behaviors and decisions. These include questions about the morality of the decisions, actions, or character of an individual. An example would be the question of whether Vandivier’s decision to participate in writing a report on the A7-D brake, which he believed was false, was morally justified. A second example would be the question of whether it was moral for Merck’s chair, Dr. P. Roy Vagelos, to allow his researchers to develop a drug that would probably not generate any profits.

---

**Quick Review 3**

Business Ethics Is a Study of

- Our moral standards insofar as these apply to business
- How reasonable or unreasonable these moral standards we have absorbed from society are
- The implications our moral standards have for business activities

---

**Business ethics** A specialized study of moral right and wrong that concentrates on moral standards as they apply to business institutions, organizations, and behavior.
It is helpful when analyzing the ethical issues raised by a concrete situation or case to sort out the issues in terms of whether they are systemic, corporate, or individual issues. Often, the world presents us with decisions that involve a large number of extremely complicated interrelated kinds of issues that can cause confusion, unless the different kinds of issues are first carefully sorted out and distinguished from each other. Moreover, the kinds of solutions that are appropriate for dealing with systemic or corporate issues are not the same as the kinds of solutions that are appropriate for dealing with individual issues. If a company is trying to deal with a systemic issue—such as a government culture that permits bribery—then the issue must be dealt with on a systemic level; that is, it must be dealt with through the coordinated actions of many different social groups. On the other hand, corporate ethical issues can be solved only through corporate or company solutions. If a company has a culture that encourages moral wrongdoing, for example, then changing that culture requires the cooperation of the many different people that make up the company. Finally, individual ethical issues need to be solved through individual decisions and actions, and, perhaps, individual reform.

So what happened after Searle Lawson and Kermit Vandivier turned in their report and the U.S. Air Force put the Goodrich brakes on planes flown by their test pilots? Lawson was sent as Goodrich’s representative to Edwards Air Force Base in California where the test flights took place. There, he watched as the brakes caused several near crashes when the pilots tried to land the planes. In one case, he saw an airplane go skidding down the runway when the pilot’s braking produced such intense heat inside the brake that its parts fused together and the wheels locked up. Surprisingly, none of the pilots were killed. When Lawson returned home, both he and Vandivier quit and notified the F.B.I. of what had been going on; this was their way of dealing with the individual issues their actions had raised. A few days later, Goodrich announced that it was replacing the small brake with a larger five-disk brake at no extra charge to the U.S. government, and in this way they tried to deal with the corporate issues the brake incident had created. About a year later, Lawson and Vandivier came before the U.S. Congress and testified about their experiences at Goodrich. Shortly thereafter, the U.S. Department of Defense changed the way it let companies test equipment so that it became harder for companies to submit fraudulent reports. These changes were responses to a key systemic issue that became obvious once the truth came out.

Applying Ethical Concepts to Corporations

The statement that business ethics applies ethical or moral concepts to corporate organizations raises a puzzling issue. Can we really say that the acts of organizations are moral or immoral in the same way that the actions of human individuals are? Can we say that corporations are morally responsible for their acts in the same sense that individuals are morally responsible for what they do? Or must we say that it makes no sense to apply moral terms to organizations as a whole, but only to the individuals who make up the organization? A few years ago, for example, employees of Arthur Andersen, an accounting firm, were caught shredding documents potentially proving that Arthur Anderson accountants had helped Enron hide its debt through the use of several accounting tricks. The U.S. Justice Department then charged the now-defunct firm of Arthur Andersen with obstruction of justice, instead of charging the employees who shredded the documents. Critics afterward claimed that the U.S. Justice Department should have charged the individual employees of Arthur Andersen, not the company, because “Companies don’t commit crimes, people do.” Can moral notions like responsibility, wrongdoing, and obligation be applied to groups such as corporations, or are individuals the only real moral agents?
ETHICS AND BUSINESS

Two views have emerged in response to this question. At one extreme, is the view of those who argue that if we can say that something acted and that it acted intentionally, then we can say that thing is a “moral agent”; that is, it is an agent capable of having moral rights and obligations and being morally responsible for its actions, just like humans. The argument for this view goes like this: We can clearly say that corporations engage in actions and that they carry out those actions intentionally. Companies, for example, can “merge” together, make contracts, compete against other companies, and make products. And these things do not just happen: companies seem to do these things “intentionally.” But if an agent can act intentionally, then it can be morally responsible for its actions and it can be blamed when it does what is morally wrong. It follows, therefore, that corporations are “morally responsible” for their actions, and that their actions are “moral” or “immoral” in exactly the same sense as those of an individual. The major problem with this argument, however, is that organizations do not seem to “act” or “intend” in the same sense that people do. Unlike individuals, organizations have no minds to form “intentions” and are conscious of neither pain nor pleasure nor anything else; and unlike individuals organizations do not act on their own but instead humans must act for them.

At the other extreme, is the view of those who hold that it makes no sense to hold companies “morally responsible” or to say that they have “moral” duties. These people argue that business organizations are the same as machines whose members must blindly conform to formal rules that have nothing to do with morality. Consequently, it makes no more sense to hold organizations “morally responsible” for failing to follow moral standards than it makes to criticize a machine for failing to act morally. But the major problem with this second view is that, unlike machines, at least some of the members of organizations usually know what they are doing and are free to choose whether to follow the organization’s rules or even to change these rules. When an organization’s members collectively, but freely and knowingly pursue immoral objectives, it ordinarily makes good sense to say that the actions they performed on behalf of the corporation are “immoral” and that the organization is “morally responsible” for these immoral actions.

Which of these two views is correct? Perhaps neither is correct. The underlying difficulty with which both views are trying to struggle is this: Although we say that corporate organizations “exist” and “act” like individuals, they obviously are not human individuals. Yet, our moral categories are designed to deal primarily with human individuals who feel, reason, and deliberate, and who act on the basis of their own feelings, reasons, and deliberations. So, how can we apply these moral categories to corporate organizations and their “acts”? We can see our way through these difficulties if we first note that corporate organizations and their acts depend on human individuals. Because corporate acts originate in the choices and actions of human individuals, it is these individuals who are the primary bearers of moral duties and responsibility. Human individuals are responsible for what the corporation does because corporate actions flow wholly out of their decisions and behaviors. If a corporation acts wrongly, it is because of what some individual or individuals in that corporation chose to do; if a corporation acts morally, it is because some individual or individuals in that corporation chose to have the corporation act morally. As several law courts have held, the idea that the actions of a corporation are the actions of some “person” who is separate from the humans who carry out those actions, is a “legal fiction.” This fiction is set aside (by “piercing the corporate veil”) when justice requires that those humans who really carried out the actions of the corporation should be held responsible for injuries “the corporation” caused.

Nonetheless, it makes perfectly good sense to say that a corporate organization has moral duties and that it is morally responsible for its acts. However, organizations
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Should Ethical Qualities be Attributed Only to People or Also to Corporations?
- One view says corporations, like people, act intentionally and have moral rights, and obligations, and are morally responsible.
- Another view says it makes no sense to attribute ethical qualities to corporations since they are not like people but more like machines; only humans can have ethical qualities.
- A middle view says that humans carry out the corporation’s actions so they are morally responsible for what they do and ethical qualities apply in a primary sense to them; corporations have ethical qualities only in a derivative sense.
have moral duties and are morally responsible in a secondary or derivative sense. A corporation has a moral duty to do something only if some of its members have a moral duty to make sure it is done. And a corporation is morally responsible for something only if some of its members are morally responsible for what happened (i.e., they acted with knowledge and of their own free will—topics we will discuss later).

The central point is that when we apply the standards of ethics to business, we must not let the fiction of “the corporation” obscure the fact that human individuals control what the corporation does. Consequently, these human individuals are the primary carriers of the moral duties and moral responsibilities that we attribute in a secondary sense to the corporation. This is not to say, of course, that the human beings who make up a corporation are not influenced by each other and by their corporate environment. Corporate policies, corporate culture, and corporate norms all have an enormous influence on the behavior of corporate employees. However, a corporation’s policies, culture, and norms do not make the employee’s choices for him (or her) and so they are not responsible for the actions of that employee. We will return to this issue when we discuss moral responsibility toward the end of this chapter.

Objections to Business Ethics

We have described business ethics as the process of rationally evaluating our moral standards and applying them to business situations. However, many people raise objections to the very idea of applying moral standards to business activities. In this section, we address some of these objections and also look at what can be said in favor of bringing ethics into business.

Occasionally people object to the view that ethical standards should be applied to the behavior of people in business organizations. Persons involved in business, they claim, should single-mindedly pursue the financial interests of their firm and not sidetrack their energies or their firm’s resources into “doing good works.” Three different kinds of arguments are advanced in support of this view.

First, some have argued that in perfectly competitive free markets, the pursuit of profit will by itself ensure that the members of society are served in the most socially beneficial ways. To be profitable, each firm has to produce only what the members of society want and has to do this by the most efficient means available. The members of society will benefit most, then, if managers do not impose their own values on a business, but instead devote themselves to the single-minded pursuit of profit and thereby to producing efficiently what the members of society value.

Arguments of this sort conceal a number of assumptions that require a much lengthier discussion than we can provide at this stage. Here we will note some of the more questionable assumptions on which the argument rests. First, most industrial markets are not “perfectly competitive” as the argument assumes. To the extent that firms do not have to compete, they can maximize profits despite inefficient production. Second, the argument assumes that any steps taken to increase profits will necessarily be socially beneficial. In fact, however, several ways of increasing profits actually injure society such as: allowing harmful pollution to go uncontrolled, deceptive advertising, concealing product hazards, fraud, bribery, tax evasion, price fixing, and so on. Third, the argument assumes that, by producing whatever the buying public wants (or values), firms are producing what all the members of society want. But the wants of large segments of society (the poor and disadvantaged) are not necessarily met when companies produce what buyers want, because these segments of society cannot participate fully in the marketplace. Fourth, the argument is essentially making a normative judgment (“managers should...
devote themselves to the single-minded pursuit of profits”) on the basis of some unspoken and unproved moral standard (“people should do whatever will benefit those who participate in markets”). Thus, although the argument tries to show that ethics does not matter, it assumes an unproved ethical standard to show this. And the standard does not look very reasonable.

A second kind of argument sometimes advanced to show that business managers should single-mindedly pursue the interests of their firms and should ignore ethical considerations is embodied in what Alex C. Michales called the “loyal agent’s argument.”30 The argument can be paraphrased as follows:

(1) As a loyal agent of his or her employer, the manager has a duty to serve the employer as the employer would want to be served (if the employer had the agent’s expertise).

(2) An employer would want to be served in whatever ways will advance his or her interests.

(3) Therefore, as a loyal agent of the employer, the manager has a duty to serve the employer in whatever ways will advance the employer’s interests.

Unethical managers have often used this argument to justify unethical conduct. For example, in 2005, Scott Sullivan, former finance executive for WorldCom, was accused of running an $11 billion accounting fraud that destroyed the retirement money thousands of employees had saved. Sullivan’s defense was that his boss, Bernie Ebbers, had ordered him to “hit the numbers.” Sullivan obeyed although, he says, he raised an objection: “I told Bernie, ‘This isn’t right.’”31 Betty Vinson, a former WorldCom accounting executive, defended her part in the fraud by pleading that Sullivan had ordered her to “adjust” the books to hide the company’s poor financial state from investors.32 Both Sullivan and Vinson thought that loyal obedience to their employer justified ignoring the fact, which both admitted they knew, that what they were doing was wrong. Notice that if in the Loyal Agent Argument, we replace employer with government, and manager with officer, we get the kind of argument that Nazi officers used after World War II to defend their murder of about 16 million Jews and others that Hitler’s government labeled “undesirables.” When they were captured and brought to trial, the Nazi officers repeatedly defended their actions by claiming: “I had to do it because I had a duty to serve my government by following its orders.”

It takes only a little reflection to realize that the loyal agent’s argument rests on questionable assumptions. First, the argument tries to show (again) that ethics does not matter by assuming an unproved moral standard (“the manager should serve the employer in whatever way the employer wants to be served”). But there is no reason to assume that this moral standard is acceptable as it stands and some reason to think that it would be acceptable only if it were suitably qualified (e.g., “the manager should serve the employer in whatever moral and legal way the employer wants to be served”). Second, the loyal agent’s argument assumes that there are no limits to the manager’s duties to serve the employer, when in fact such limits are an express part of the legal and social institutions from which these duties arise. An agent’s duties are defined by what is called the law of agency (i.e., the law that specifies the duties of persons—“agents”—who agree to act on behalf of another party—the “principle”). Lawyers, managers, engineers, stockbrokers, and so on all act as agents for their employers in this sense. By freely entering an agreement to act as someone’s agent, then, a person accepts a legal (and moral) duty to serve the client loyally, obediently, and in a confidential manner as specified in the law of agency.33 Yet, the law of agency states that “in determining whether or not the orders of the [client] to the agent are reasonable … business or professional ethics are to be considered,” and “in no
event would it be implied that an agent has a duty to perform acts which are illegal or unethical.” The manager’s duties to serve the employer, then, are limited by the constraints of morality, because it is with this understanding that the duties of a loyal agent are defined. Third, the loyal agent’s argument assumes that if a manager agrees to serve an employer, then this agreement somehow justifies whatever the manager does on behalf of his employer. However, this assumption is false: An agreement to serve an employer does not automatically justify doing wrong on his or her behalf. If it is wrong for me knowingly to put people’s lives at risk by selling them defective products, then it is still wrong when I am doing it for my employer. Agreements do not change the moral character of wrongful acts nor does the argument “I was following orders” justify them.

A third kind of objection is sometimes made against bringing ethics into business. This is the objection that to be ethical it is enough for businesspeople to follow the law: If it is legal, then it is ethical. For example, the managers at the financial company Goldman Sachs recently were accused of helping Greece hide loans larger than European Union rules allowed by disguising the loans as currency exchanges that legally did not have to be disclosed as debt. Greece’s debt eventually got so huge that in 2010, it threw Greece and then the entire European Union into a financial crisis. Goldman Sachs’ managers were accused of behaving unethically because they helped Greece hide debt that was more than it could handle. But the managers excused themselves with the statement that “these transactions were consistent with European principles [laws] governing their use and application at the time.” Since it was legal, they were saying, it was ethical.

It is wrong, however, to see ethics as no more than what the law requires. It is true that some laws require behavior that is the same as the behavior required by our moral standards. Examples of these are laws that prohibit murder, rape, theft, fraud, and so on. In such cases, law and morality coincide, and the obligation to obey such laws is the same as the obligation to be moral. However, law and morality do not completely overlap. Some laws have nothing to do with morality because they do not involve serious matters. These include parking laws, dress codes, and other laws covering similar matters. Other laws may even violate our moral standards so that they are actually contrary to morality. Our own pre-Civil War slavery laws, for example, required us to treat slaves like property, and the laws of Nazi Germany required anti-Semitic behavior. The laws of some Arab countries today require that businesses discriminate against women and Jews in ways that most people would say are clearly immoral. So it is clear that ethics is not simply following the law.

This does not mean, of course, that ethics has nothing to do with following the law. Many of our moral standards have been incorporated into the law because enough of us feel that these moral standards should be enforced by the penalties of a legal system. On the other hand, laws are sometimes removed from our law books when it becomes clear that they violate our moral standards. Our moral standards against bribery, for example, were incorporated into the Foreign Corrupt Practices Act, and only a few decades ago it became clear that laws permitting job discrimination—like earlier laws permitting slavery—were blatantly unjust and had to be changed. Morality, therefore, has shaped and influenced many of the laws we have.

Moreover, most ethicists agree that all citizens have a moral obligation to obey the law so long as the law does not require clearly unjust behavior. This means that, in most cases, it is immoral to break the law. Tragically, the obligation to obey the law can create terrible conflicts when the law requires something that the businessperson knows or believes is immoral. In such cases, a person will be faced with a conflict between the obligation to obey the law and the obligation to obey his or her conscience. Such conflicts are not unusual. In fact you, the reader, likely will have to deal with such a conflict at some point in your business life.

Quick Review 6
Arguments Against Ethics in Business
• In a free market economy, the pursuit of profit will ensure maximum social benefit so business ethics is not needed.
• A manager’s most important obligation is loyalty to the company regardless of ethics.
• So long as companies obey the law they will do all that ethics requires.
**The Case for Ethics in Business**

We have looked at some arguments that try to show that ethics should not be brought into business. Is there anything to be said for the other side—that ethics should be brought into business? Offhand, it would appear that ethics should be brought into business simply because ethics should govern all voluntary human activities and business is a voluntary human activity. There does not seem to be anything special about business that would prevent us from applying the same standards of ethics to business activities that should be applied to all voluntary human activities.

It has been pointed out, in fact, that a business cannot exist unless the people involved in the business and its surrounding society adhere to some minimal standards of ethics. First, any individual business will collapse if all of its managers, employees, and customers come to think that it is morally permissible to steal from, lie to, or break their agreements with the company. Because no business can exist entirely without ethics, every business requires at least a minimal adherence to ethics on the part of those involved in the business. Second, all businesses require a stable society in which to carry on their business dealings. Yet, the stability of any society requires that its members adhere to some minimal standards of ethics. In a society without ethics, as the philosopher Hobbes once wrote, distrust and unrestrained self-interest would create “a war of every man against every man,” and in such a situation, life would become “nasty, brutish, and short.” The impossibility of conducting business in such a society—one in which lying, theft, cheating, distrust, and unrestrained self-interested conflict became the norm—is shown by the way in which business activities break down in societies torn by strife, conflict, distrust, and civil war. Because businesses cannot survive without ethics, then it is in the best interests of business to promote ethical behavior both among its own members as well as within its larger society.17

Is there any evidence that ethics is consistent with what most people see as the core of business: the pursuit of profit? To begin with, there are many examples of companies in which good ethics has existed side-by-side with a history of profitability. Companies that have combined a good history of profit with consistently ethical behavior include Intel, Timberland, Hewlett-Packard, Cisco Systems, Levi Strauss, General Mills, Patagonia, Kimberly-Clark, Interface International, and Starbucks Coffee.38 But many chance factors affect profitability (overcapacity in a particular industry, recessions, weather patterns, interest rates, changing consumer tastes, etc.). Consequently, these companies may be nothing more than the few companies in which ethics by chance happened to coincide with profits for a period of time. Is there any evidence that ethics in business is helpful to business? That is, what can be said for the proposition that good ethics is also good business?

Consider that when two people have to deal with each other repeatedly, it makes little sense for one person to inflict wrongs upon the other, especially when the person who is wronged can later retaliate against the person who wronged him or her. Now business interactions with employees, customers, suppliers, and creditors are repetitive and ongoing. If a business tries to take advantage of employees, customers, suppliers, or creditors through unethical behavior today, then they will likely find a way to retaliate against the business when the business has to work with them again tomorrow. The retaliation may take a simple form, such as refusing to buy from, refusing to work for, or refusing to do business with the unethical party. Or retaliation may be more complex, such as sabotage, getting others to boycott the unethical business, or getting even by inflicting other kinds of costs on the business. A business can sometimes, even often, get away with unethical behavior. In the long run, however, if interactions with others are repeated, and retaliation is possible, unethical behavior can impose heavy costs on the business. Ethical behavior, on the other hand, can set

---
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** Arguments Supporting Ethics in Business**

- Ethics applies to all human activities.
- Business cannot survive without ethics.
- Ethics is consistent with profit seeking.
- Customers, employees, and people in general care about ethics.
- Studies suggest ethics does not detract from profits and seems to contribute to profits.
the stage for mutually beneficial interactions with others. Unethical behavior in business tends to be a losing proposition because it undermines the long-term cooperative relationships with customers, employees, and community members on which business success ultimately depends.

There is, in fact, a lot of research that shows that unethical behavior tends to generate harmful reprisals, while ethical treatment of people tends to produce cooperative behavior. Several studies have shown that most people so value ethical behavior that they will punish people when they see them behaving unethically and reward those who are perceived as ethical, even at some cost to themselves. In one set of psychology experiments, for example, the experimenter paired up people and gave the first member of each pair $100 to divide between himself and the second member in any way the first member wanted to divide it. The second member of the pair, however, got to decide whether they would both keep the money or would both just return it all back to the experimenter. Perhaps, you can already guess what happened. Whenever the first member divided the money unequally by taking a lot more for himself and giving the second member just a little—five dollars or ten dollars, for example—the second member would usually say they both had to return all the money to the experimenter, even though this meant losing the amount he would have received. But when the first member divided the money up more or less equally, the second member decided they should both keep the money. When they were interviewed afterwards, the second member of each pair almost always said that a very unequal division of the money was morally wrong, and so he had punished the wrongdoer by forcing the wrongdoer to return his money, although this meant they would also lose the money they would have received. But when the money was divided up equally, this seemed morally right to the second member and so he decided they could keep the money.

There is a lot more research in social psychology showing that people in all kinds of social situations respond to perceived injustices with moral anger—whether the injustice is directed against themselves or others—and this anger motivates them to attempt to restore justice by punishing the party that inflicted the injustice. Employees who feel their company’s decision-making processes are unjust will exhibit higher absenteeism, higher turnover, lower productivity, and demand higher wages. Customers will turn against a company if they perceive a gross injustice in the way it conducts its business and will be less willing to buy its products. Customers and employees who feel a company has behaved unethically, for example, now sometimes start critical web sites such as complaintsboard.com, ripoffreport.com, pissedconsumer.com, and screwedcentral.com. On the other hand, when people feel that an organization is treating people fairly, they will reward it with loyalty and commitment. For example, when employees feel that an organization’s decision-making processes are just, they exhibit lower levels of turnover and absenteeism, show higher levels of trust and commitment to the company and its managers, and demand lower wages. When employees believe an organization is just, they are more willing to follow the organization’s managers, do what managers say, and tend to see managers’ leadership as legitimate. In short, unethical behavior breeds reprisals while ethical behavior breeds cooperation.

What about the proposition that companies that are ethical are more profitable than those that are not? Is there any evidence that supports the view that ethical companies are more profitable than unethical ones? There are many difficulties involved in trying to study whether ethical companies are more profitable than unethical ones. There are many different ways of defining ethical, many different ways of measuring profit, many different ways of deciding which actions count as the actions of the company, many different factors that can affect a company’s profits, and many different
“ethical” dimensions along which companies can be compared. Despite these difficulties, several studies have tried to discover whether profitability is correlated with ethical behavior. The results have been mixed. Although the majority of studies have found a positive relationship between socially responsible behavior and profitability, some have found no such relationship. No studies, however, have found a negative correlation, which would have indicated that ethics is a drag on profits. Other studies have looked at how socially responsible firms perform on the stock market and have concluded that ethical companies provide higher returns than other companies. Together, all these studies suggest that, by and large, ethics does not detract from profit and seems to contribute to profits.

There are, then, good reasons to think that ethics should be brought into business. Taken together, the arguments above—some philosophical and some more empirical—suggest that businesses are shortsighted when they fail to take the ethical aspects of their activities into consideration.

**Business Ethics and Corporate Social Responsibility**

Business ethics is sometimes confused with “corporate social responsibility” or “CSR.” Although the two are related, they are not quite the same. It is important to understand how they are different as well as how they are related to each other. We will begin by clarifying what corporate social responsibility is because this will help us understand how business ethics and corporate social responsibility are related. Moreover, theories of corporate social responsibility provide answers to the important question: What is the purpose of business?

The phrase “corporate social responsibility” refers to a corporation’s responsibilities or obligations toward society. There is some disagreement about what those obligations include. Do companies have a responsibility to donate to charities or to give their employees higher wages and customers safer products? Or are they obligated to maximize profits for their shareholders or stockholders?

At one extreme is the view of the late economist Milton Friedman. Friedman argues that in a “free enterprise, private-property system,” corporate executives work for the “owners” of the company, and today these “owners” are the company’s shareholders. As their employee, the executive has a “direct responsibility” to run the company “in accordance with their desires, which generally will be to make as much money as possible while conforming to the basic rules of the society, both those embodied in law and those embodied in ethical custom.”

On Friedman’s view a company’s *only* responsibility is to legally and ethically “make as much money as possible” for its owners, i.e., to maximize shareholder returns. We can call his view the “shareholder view” of corporate social responsibility. The main reason why Friedman holds this theory is that, in his view, shareholders own the company. Since the company is their, and only their, property, only they have the moral right to decide what it should be used for. These “owners” hire executives to run the business for them, so the executives have a moral obligation to do what the stockholders want, which, he claims, is to make them as much money as possible. Friedman does not say, however, that there are no limits to what executives can do to make stockholders as much money as possible. Executives, he explicitly says, must operate within the “rules of society” including both the rules of the “law” and the rules of “ethical custom.”

According to Friedman’s shareholder view of corporate social responsibility, a manager has no right to give company money to social causes when doing so will reduce shareholder’s profits, because that money does not belong to the manager but to shareholders. Of course, managers can, and should, pay higher wages to employees,
or provide better products for customers, or give money to local community groups or other causes, if doing so will make more profits for shareholders. For example, higher wages might make employees work harder, better products may increase customer sales, and giving to the local community may lead to lower taxes or better city services. But if using company resources to benefit employees, customers, or the community reduces the profits that would have gone to shareholders, then doing so is wrong because those resources belong to stockholders and should be used as they want them to be used, i.e., to make them more money. It is always wrong for managers to use company resources to help others at the expense of shareholders.

Although Friedman does not think managers should use company resources to benefit others at the expense of shareholders, he does think that companies ultimately provide great benefits for society. He argues that when a company tries to maximize stockholders’ profits in a “free-enterprise” economy, competition will force it to use resources more efficiently than competitors, to pay employees a competitive wage, and to provide customers with products that are better, cheaper, and safer than those of competitors. So when managers aim at maximizing profits for stockholders in competitive markets, the companies they run will end up benefiting society.

Friedman has had many critics. Some object to his claim that the manager or executive is the employee of shareholders. Legally, these critics point out, the executive is the employee of the corporation and so the executive is legally required to serve the interests of the corporation—his true employer—not of its shareholders. Others have criticized Friedman’s claim that stockholders are the “owners” of the corporation and that the corporation is their “property.” Critics point out that shareholders only own stock and this gives them a few limited rights, such as the right to elect the board of directors, the right to vote on major company decisions, and the right to whatever remains after the corporation goes bankrupt and pays off its creditors. But shareholders do not have all the other rights that true owners would have and so they are not really owners of the corporation. A third objection criticizes his claim that the executive’s core responsibility is to run the corporation as stockholders want it to be run. In reality the executive probably has no idea how stockholders want the company to be run, and legally, anyway, he is required to run the company in ways that serve many other interests (including employee interests and consumer interests) besides those of stockholders. Finally, some have argued against Friedman’s view that by seeking to maximize shareholder returns, the corporation will best serve society. Sometimes competitive forces fail to steer companies in a socially beneficial way and, instead, lead them to act in a socially harmful manner. For example, a company might knowingly pollute a neighborhood with substance that is not yet illegal, in order to save the costs of reducing its pollution and thereby be more competitive.

A very different view of corporate social responsibility is what is now called “stakeholder theory.” According to Edward Freeman and David Reed, the two scholars who pioneered this view, a stakeholder is “any identifiable group or individual who can affect the achievement of an organization’s objectives or who is affected by the achievement of an organization’s objectives.” In other words, a stakeholder is anyone the corporation can harm, benefit, or influence, as well as anyone that can harm, benefit, or influence the corporation. A stakeholder, in short, is anyone who has a “stake” in what the company does.

For example, General Motors impacts the lives of its customers when it decides how much safety it will build into its cars, it impacts employees when it sets salaries, it impacts the local community when it shuts down a plant, and it impacts its stockholders when it increases their dividends. On the other hand, government can impact General Motors through the laws and regulations it passes, creditors can impact it by raising their interest rates or calling back a loan, and suppliers can impact it by raising
their prices or lowering the quality of the car parts they provide. General Motors’ stakeholders, then, include customers, employees, local communities, stockholders, government, creditors, and suppliers. Of course, the influences between the company and its stakeholders can go both ways. For example, although General Motors influences its customers and employees, customers can also influence General Motors by refusing to buy its cars and employees can impact General Motors by going on strike. Other groups also are sometimes able to influence General Motors. For example, environmental activists or the media can impact General Motors by organizing demonstrations or by reporting on a safety defect of General Motors’ cars. Thus, activist organizations, the media, and other interest groups can also become stakeholders of General Motors.

Unlike Friedman’s shareholder view, which says the corporation should be run for the benefit only of its shareholders, “stakeholder theory” says it should be run for the benefit of all stakeholders. According to stakeholder theory, a manager should take all stakeholder interests into account when making decisions. Managers should try to “balance” the interests of stakeholders so each stakeholder gets a fair share of the benefits the corporation produces. The manager, then, has the responsibility of running the company in a way that will best serve the interests of all stakeholders.

Notice that stakeholder theory does not claim that managers should not try to make a profit; it does not even claim that managers should not try to maximize profits. The claims of stakeholder theory are about who should get the profits. Friedman’s shareholder view says that the manager should try to maximize what goes to the stockholder, which means it should try to minimize what goes to other stakeholders (except, of course, when giving some stakeholders more would make even more profits for stockholders). Stakeholder theory, on the other hand, says that the manager should give stockholders a fair share of profits, but in a way that allows all other stakeholders to also get their fair share. This may mean, for example, investing in better working conditions for employees or in safer products for consumers, or in reducing pollution for the local community, even if this reduces the share of profits stockholders would get. Stakeholder theory, then, rejects Friedman’s view that resources should not be used to benefit other stakeholders at the expense of shareholders.

Two main kinds of arguments support the “stakeholder” view of corporate social responsibility: “instrumental” arguments and “normative” arguments. Instrumental arguments claim that being responsive to all of its stakeholders is in the best interests of the corporation even though it may not be in the best interests of shareholders. The idea here is that if a company takes the interests of all its stakeholders into account, those stakeholders will be favorably disposed to do their part to support the company and its interests. Treating employees decently while paying them good salaries, for example, will make employees more loyal to the company, while treating them poorly may lead to shirking or even destructive behavior. Similarly, when a company is responsive to environmentalists or other activists, these groups are less likely to engage in activities that can damage the company’s image or its reputation. Yet paying employees higher wages and investing in meeting environmentalists’ demands may force a company to reduce shareholder dividends. In short, instrumental arguments for stakeholder theory claim that being responsive to all stakeholders is good for the business even though it may reduce the profits shareholders end up with.

Normative arguments for stakeholder theory claim that the company has a moral or ethical obligation to be responsive to all its stakeholders. One such argument, developed by Robert Phillips, is based on the “principle of fairness.” The principle of fairness says that if a group of people works together to provide some benefits at some cost to themselves, then anyone who takes advantage of those benefits has an obligation to contribute his or her share to the group. How does the principle of fairness apply to General Motors? For example, environmentalists could argue that General Motors has a moral obligation to contribute to reducing pollution for the local community, even if this reduces the share of profits shareholders would get.
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Corporate Social Responsibility Is a Business’s Societal Obligations

- The shareholder view of Friedman says a manager’s only responsibility is to legally and ethically make as much money as possible for shareholders.
- Stakeholder theory says managers should give all stakeholders a fair share of the benefits a business produces.
- Business ethics is both a part of corporate social responsibility and part of the justification for corporate social responsibility.
support stakeholder theory? Stakeholder theory claims that a company’s stakeholders work together to secure the conditions the company needs to operate successfully, and they do this at some cost to themselves. Communities contribute roads, a water system, a legal system, security, etc.; employees provide labor and expertise; investors provide capital, and so on. A company takes advantage of the benefits stakeholders provide at some cost to themselves, and so the company in turn has an obligation to contribute its part to the group. It does this by being responsive to the needs and interests of these various stakeholders, just as they each in their own way have been responsive to the company’s needs.

Which of these two views is correct: stakeholder theory or shareholder theory? Today, many businesses accept stakeholder theory, and most of the fifty U.S. states have passed laws that recognize business’ obligations to its many stakeholders even at the expense of stockholder interests. But readers will have to decide for themselves which theory makes the most sense and seems most reasonable. The two theories are critical to one’s view of the important question: What is the purpose of business? Shareholder theory says the ultimate purpose of business is to serve the interests of stockholders and by doing so businesses in competitive markets will generally end up providing significant benefits to society. The stakeholder view says that the ultimate purpose of business is to serve the interests of all stakeholders and thereby the interests of all stakeholders are explicitly addressed even when competitive markets fail to secure their interests. We cannot discuss these important questions any farther. Our aim here is only to explain corporate social responsibility so that we can explain how corporate social responsibility is related to business ethics.

So how are business ethics and corporate social responsibility related? Being ethical, according to most scholars, is one of the obligations companies owe to society. In this respect, business ethics is a part of corporate social responsibility. In what has become a widely accepted description of the kinds of social responsibilities companies can have, for example, Archie Carroll writes: “The social responsibility of business encompasses the economic, legal, ethical, and discretionary expectations that society has of organizations . . . ” Corporate social responsibility, then, is the larger more inclusive notion and business ethics is just one part of this larger notion. In addition to its ethical obligations, a company’s corporate social responsibility includes those legal obligations, economic contributions, and those “discretionary” or philanthropic contributions society expects from companies. Notice that both the shareholder view and the stakeholder view can accept this way of defining what corporate social responsibility includes. For example, Friedman explicitly says that a company should live up to the ethical and legal expectations of society, that by pursuing shareholder profits it will make the greatest economic contribution to society, and that it should make whatever other discretionary contributions it needs to make so that society will enable it to operate profitably. Stakeholder theory says that companies should be responsive to all its stakeholders and that would include making the economic and discretionary contributions society expects, as well as behaving ethically and legally toward its stakeholders.

But the relation between ethics and corporate social responsibility is more complicated than we have so far suggested. As we have seen, the arguments underlying the various views of business’s obligations to society—both the arguments that say businesses are obligated only to stockholders, and those that say they have obligations to all stakeholders—are ethical arguments. Friedman, for example, holds that owners have the right to say how the corporation should be run because they own the corporation and so managers have the obligation to do what stockholders want. And the normative argument for stakeholder theory, as we saw, says that fairness implies that business has obligations to all stakeholders. All of these concepts—rights, obligations,
and fairness—are ethical concepts so ethics is not only part of a company’s social responsibilities. Ethics also provides the basic normative reasons for corporate social responsibility. Paradoxically, then, ethics is one of business’ social responsibilities, but business has these responsibilities to society because it is what ethics demands.

2 Ethical Issues in Business

Technology and Business Ethics

Technology consists of all those methods, processes, and tools that humans invent to manipulate and control their environment. To an extent never before realized in history, contemporary businesses and societies are being continuously and radically transformed by the rapid evolution of new technologies that raise new ethical issues for business.

This is not the first time that new technologies have had a revolutionary impact on business and society. Several thousand years ago, during what is sometimes called the **Agricultural Revolution**, humans developed the farming technologies that enabled them to stop relying on foraging and on the luck of the hunt and to develop instead, farming methods that provided a reasonably constant and consistent supply of food. The invention of irrigation, the harnessing of water and wind power, and the development of levers, wedges, hoists, and gears during this period eventually allowed humans to accumulate more goods than they could consume, and out of this surplus grew trade, commerce, and the first businesses. And with commerce came the first issues related to business ethics such as being fair in trading, setting a just price, and using true weights and measures.

In the eighteenth century, the technology of the Industrial Revolution again transformed Western society and business, primarily through the introduction of electromechanical machines powered by fossil fuels such as the steam engine, automobile, railroad, and cotton gin. Prior to the Industrial Revolution, most businesses were small organizations that operated in local markets and were managed by owners overseeing relatively few workers who assembled goods by hand. The Industrial Revolution brought with it new forms of machine production that enabled businesses to make massive quantities of goods to ship and sell in national markets. These changes, in turn, required large organizations to manage the enormous armies of people that had to be mobilized to process the output of these machines on long assembly lines in huge factories. The result was the large corporation that came to dominate our economies and that brought with it a host of new ethical issues, including the possibilities of exploiting the workers who labored at the new machines, manipulating the new financial markets that financed these large enterprises, and producing massive damage to the environment.

New technologies developed in the closing decades of the twentieth century and the opening years of the twenty-first century are again transforming society and business and creating the potential for new ethical problems. Foremost among these developments are the revolutions in biotechnology and in what is sometimes called **information technology**, including not only the use of powerful and compact computers, but also the development of the Internet, wireless communications, digitalization, and numerous other technologies that have enabled us to capture, manipulate, and move information in new and innovative ways. These technologies have spurred a number of changes, such as increasingly rapid globalization and the decreasing importance of distance; the rise of new ways to communicate and transfer any kind of media—movies, newspapers, music, books, mail—instantaneously from one place to another.
ETHICS AND BUSINESS

another; the acceleration of change as product life cycles get shorter and revolutionary new products are invented and marketed ever more quickly; and the ability to create new life forms and new mechanisms whose benefits and risks are unpredictable. To cope with these rapid changes, business organizations have had to become smaller, flatter, and more nimble. Some have completely refashioned themselves as they have entered the world of e-commerce (buying and selling goods and services over the Internet) and left their brick-and-mortar operations behind by transforming themselves into Web-based entities that exist largely in cyberspace, a term used to denote the existence of information on an electronic network of linked computer systems. These developments have forced companies to deal with a host of intriguing new ethical issues.

Almost all ethical issues raised by new technologies are related in one way or another to questions of risk: Are the risks of a new technology predictable? How large are the risks and are they reversible? Are the benefits worth the potential risks, and who should decide? Do those persons on whom the risks will fall know about the risk, and have they consented to bear these risks? Will they be justly compensated for their losses? Are the risks fairly distributed among the various parts of society, including poor and rich, young and old, future generations and present ones?

Many of the ethical issues new technologies have created—especially information technologies like the computer—are related to privacy. Computers enable us to collect detailed information on individuals on a scale that was never possible before (by tracking users on the Internet; gathering information on customers at cash registers; collecting information on credit card purchases; retrieving information from applications for licenses, bank accounts, credit cards, e-mail, monitoring employees working at computers, etc.). They have the power to quickly link this information to other databases (containing financial information, purchase histories, addresses, telephone numbers, driving records, arrest records, credit history, medical and academic records, memberships), and they can quickly sift, sort, or retrieve any part of this information for anyone who has access to the computer. Because these technologies enable others to gather such detailed and potentially injurious information about ourselves, many people have argued that they violate our right to privacy: the right to prohibit others from knowing things about us that are private.

Information technologies have also raised difficult ethical issues about the nature of the right to property when the property in question is information (such as computer software, computer code, or any other kind of data—text, numbers, pictures, sounds—that have been encoded into a computer file) or computer services (access to a computer or a computer system). Computerized information (such as a software program or digitized picture) can be copied perfectly countless times without in any way changing the original. What kind of property rights does one have when one owns one of these copies? What kind of property rights does the original creator of the information have and how does it differ from the property rights of someone who buys a copy? Is it wrong for me to make a copy without the permission of the original creator when doing so in no way changes the original? What, if any, harms will society or individuals suffer if people are allowed to copy any kind of computerized information at will? Will people stop creating information? For example, will they stop writing software and stop producing music? What kind of property rights does one have over computer systems? Is it wrong to use my company’s computer system for personal business, such as to send personal e-mail or to log onto web sites that have nothing to do with my work? Is it wrong for me to electronically break into another organization’s computer system if I do not change anything on the system but merely “look around”?

Computers have also aided in the development of nanotechnology, a new field that encompasses the development of tiny artificial structures only nanometers
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New Technologies Raise New Ethical Issues for Business

- The agricultural and industrial revolutions introduced new ethical issues.
- Information technology raises new ethical issues related to risk, privacy, and property rights.
- Nanotechnology and biotechnology raise new ethical issues related to risk and to the spread of dangerous products.

nanotechnology A new field that encompasses the development of tiny artificial structures only nanometers (billionths of a meter) in size.

cyberspace A term used to denote the existence of information on an electronic network of linked computer systems.
(billionths of a meter) in size. Futurists have predicted that nanotechnology will enable us to build tiny structures that can assemble themselves into tiny computers or serve as diagnostic sensors capable of traveling through the bloodstream. But critics have raised questions about the potential harms posed by the release of nanoparticles into the environment. Greenpeace International, an environmental group, has suggested that nanoparticles could be harmful if accidentally inhaled by humans (carbon nanotubes, for example, have caused cancer in rats when inhaled) or if they carried toxic ingredients. In light of the potential risks, should businesses refrain from commercializing nanotechnology products?

Biotechnology has created yet another host of difficult ethical issues. Genetic engineering refers to a large variety of new techniques that let us change the genes in the cells of humans, animals, and plants. Genes, which are composed of deoxyribonucleic acid (DNA), contain the blueprints that determine what characteristics an organism will have. Through recombinant DNA technology, for example, the genes from one species can be removed and inserted into the genes of another species to create a new kind of organism with the combined characteristics of both species. Businesses have used genetic engineering to create and market new varieties of vegetables, grains, sheep, cows, rabbits, bacteria, viruses, and numerous other organisms. Bacteria have been engineered to consume oil spills and detoxify waste, wheat has been engineered to be resistant to disease, grass has been engineered to be immune to herbicides, and a French laboratory is said to have inserted the fluorescent genes from a jellyfish into a rabbit embryo that was born glowing in the dark just like the jellyfish. Is this kind of technology ethical? Is it wrong for a business to change and manipulate life in this way? When a company creates a new organism through genetic engineering, should it be able to patent the new organism so that it in effect owns this new form of life? Often the consequences of releasing genetically modified organisms into the world cannot be predicted. Engineered animals may drive out natural species, and engineered plants may poison wild organisms. The pollen of a species of corn that had been engineered to kill certain pests, for example, was later found to also be killing off certain butterflies. Is it ethical for businesses to market and distribute such engineered organisms throughout the world when the consequences are so unpredictable?

International Issues in Business Ethics We have so far discussed some of the main issues with which business ethics has had to deal during human history. But the issues we have talked about are the kinds of issues that for the most part, arise within the national borders of a single country. We will turn now to look at some of the business ethics issues that emerge in the international arena.

Globalization and Business Ethics Many of the most pressing issues in business ethics today are related to the phenomenon of globalization. Globalization refers to the way nations are becoming more connected so that goods, services, capital, knowledge, and cultural artifacts move across national borders at an increasing rate. Of course, for centuries people have moved and traded goods across national boundaries. Merchants have been carrying goods over the trading routes of Europe, Asia, and the Americas since our recorded history began. But the sheer volume of goods that are being moved and traded across national boundaries has grown almost exponentially since World War II, and it has transformed the face of our world. Globalization has resulted in a phenomenon that is familiar to anyone who travels outside their country: The same products, music, foods, clothes, inventions, books, magazines, movies, brand names, stores, cars, and companies that we are familiar with at home are available and enjoyed everywhere in the world. McDonald’s hamburgers and Kentucky Fried Chicken can be eaten on the sidewalks of Moscow, London, Beijing, Paris, and dozens of other cities in every corner of the world. Is it ethical for a business to market and distribute products throughout the world with the consequence of having an economic impact on countries that may be far from the home market of the business? If so, then how far afield should a business be allowed to go in order to market its products and make a profit?
multinational corporation A company that maintains manufacturing, marketing, service, or administrative operations in several “host” countries.

Tokyo, Jerusalem, or Bangkok. Great Britain’s *Harry Potter* novels are read by children and adults in India, Japan, China, Italy, and Germany. People of every nation know the same bands, the same songs, the same singers, the same actors, and the same movies that entertain Americans.

Multinational corporations are at the heart of this process of globalization and are responsible for much of the enormous volume of international transactions that take place today. A multinational corporation is a company that has manufacturing, marketing, service, or administrative operations in many different nations. Multinationals make and market their products in whatever nations offer manufacturing advantages and attractive markets. They draw capital, raw materials, and human labor from wherever in the world they are cheap and available. Virtually all of the 500 largest U.S. industrial corporations today are multinationals. General Electric, for example, which was founded by Thomas Edison and is headquartered in New York, has operations in more than 100 countries around the world and gets almost half of its revenues from outside the United States. It has metallurgy plants in Prague; software operations in India; product design offices in Budapest, Tokyo, and Paris; and assembly operations in Mexico.

Globalization has brought the world tremendous benefits. As multinationals like Nike, Motorola, General Electric, and Ford build factories and establish assembly operations in countries with low labor costs, they bring jobs, skills, income, and technology to regions of the world that were formerly underdeveloped, raising the standard of living in these areas and providing consumers everywhere with lower-priced goods. According to the World Bank, between 1981 and 2005—years during which globalization has been operating at top speed—the percentage of poor people in the developing world was cut in half, from 52 percent to 25 percent. Thus, globalization has helped millions of people emerge from poverty in countries such as China, India, Bangladesh, Brazil, Mexico, and Viet Nam. Between 1981 and 2005 (the most recent year for which figures are available) the number of people living on less than $1.25 per day in developing nations declined by 500 million. As a group, in fact, the economies of developing nations grew at about 5 percent per capita while developed nations such as the United States grew by only 2 percent.

Globalization has also enabled nations to specialize in producing and exporting those goods and services that they can produce most efficiently, and then trade for what they do not make. India has specialized in software production; France and Italy in fashion and footwear design; Germany in chemical production; the United States in computer hardware design; Mexico in television assembly; and many developing regions such as Central America and Southeast Asia have specialized in apparel, shoe, and other low-skill assembly operations. Such specialization has increased the world’s overall productivity, which in turn has made all participating nations better off than they would be if each nation tried to produce everything on its own.

But globalization has been blamed for inflicting significant harms on the world. Critics of globalization argue that while it has benefited developed nations that have high-value products to sell (such as high-tech products), many poorer nations that have only cheap agricultural products to trade have been left behind. Moreover, the World Bank reports, as globalization has spread, inequality has increased both between nations and within nations. And globalizing multinationals have brought Western culture everywhere through movies, books, songs, games, toys, television shows, electronic gadgets, dances, fast foods, brands, art, magazines, and clothes, driving out distinctive local cultures and traditions that are in danger of diminishing or disappearing altogether. Instead of eating their own traditional foods, for example, people everywhere eat McDonald’s hamburgers and fries. Instead of enjoying traditional forms of ethnic dancing, people everywhere go to movie theaters to watch *Avatar*, *Harry Potter*, and *Batman*.
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**Globalization Is**
- To a large extent driven by multinationals
- Beneficial in that it has brought great benefits to developing countries including jobs, skills, income, technology, a decrease in poverty, specialization
- Blamed for many ills including rising inequality, cultural losses, a “race to the bottom,” introduction of inappropriate technologies into developing countries.
Globalization is also charged with paving the way for multinationals to have a kind of mobility that critics say has had adverse effects. Multinationals can now pull their operations out of one country and insert them into another that offers cheaper labor, less stringent laws, or lower taxes. This ability to move operations from nation to nation, critics claim, enables the multinational to play one country off against another. If a multinational does not like one nation’s environmental, wage, or labor standards, for example, it can move or threaten to move to a country with lower standards. Critics claim this has created a “race to the bottom.” As countries lower their standards to attract foreign companies, the result is a global decline in labor, environmental, and wage standards. Some companies that have established assembly operations in developing nations, for example, have introduced sweatshop working conditions and exploitive wages. Moreover, when companies move their operations from one country to another in search of cheaper labor, they close down factories in their home countries, leaving thousands of workers there without jobs.

Critics also claim that multinationals sometimes import technologies or products into developing nations that cannot yet deal with their risks. Some chemical companies—for example, Amvac Chemical Corporation, Bayer, and BASF—have been accused of marketing toxic pesticides in developing nations whose farm workers do not know about, and cannot protect themselves against, the problems those chemicals can inflict on their health. The advertising campaigns of certain food companies—such as Nestle, Mead Johnson, and Danone—persuade new mothers in poor nations to spend their meager food budgets on infant formula powder. Yet in developing nations that do not have sanitary water supplies, new mothers will mix the powdered infant formulas with unsanitary water which, according to the World Health Organization, leads annually to diarrhea and death for more than 1.5 million newborns. Tobacco companies—such as Philip Morris, British American Tobacco, and Imperial Tobacco—have heavily marketed their cigarettes in developing nations whose populations do not have a good understanding of the long-range health costs of smoking.

Globalization, then, is a “mixed bag.” While it has brought tremendous economic benefits to many poor nations, it has done so at a price. And both the benefits and the costs of globalization are, to a large extent, due to the activities of multinationals.

**Differences Among Nations** Globalization has also forced companies to operate in nations whose laws, governments, practices, levels of development, and cultural understandings are sometimes much different from those with which the multinational’s managers are familiar. This creates significant dilemmas for their managers. For example, the laws that the managers of Dow Chemical Company are used to in the United States, are very different from the laws they find in Mexico and other host countries. Laws regulating workers’ exposure to workplace toxins and other safety hazards are stringent in the United States, whereas they are vague, lax, or altogether lacking in Mexico. Consumer product safety and labeling laws, which require careful quality controls, rigorous product tests, and warnings of risk in the United States, are very different in Mexico, which allows lower levels of quality control, much less testing of products, and fewer warnings directed at consumers. The environmental pollution laws of the U.S. government are strict and set at very high levels, whereas those of Mexico are virtually nonexistent or unenforced.

Even entire governments can be completely different from the kind of government managers are accustomed to in industrialized nations. Although the U.S. government has its shortcomings, it is responsive to the needs of its citizens for instance. The same cannot be said for the governments of many other nations. Some governments are so corrupt that their legitimacy is questionable. The former government of

---

**Quick Review 11**

**Differences Among Nations**

- Include differences in laws, governments, practices, levels of development, cultural understandings
- Raise the question whether managers in foreign countries should follow local standards or their home standards.
Haiti, for example, was notoriously corrupt and consistently promoted the interests and wealth of a small group of government elites at the expense of the needs of the general population.

Managers also often find themselves in countries that are very undeveloped compared to their home country. Industrialized countries have relatively high levels of technological, social, and economic resources available, whereas the resources of poorer countries can be quite undeveloped. Technological sophistication, unions, financial markets, unemployment insurance, social security, and public education are widespread in more developed nations, but are lacking in some undeveloped countries. The lack of these things mean that managerial actions can affect people in undeveloped countries very differently from the way those same actions affect people in developed countries. Worker lay-offs in developing nations that do not provide unemployment insurance, for example, inflict greater pains on workers there than in the United States, which provides unemployment insurance (at least for a period of time). A warning fixed on a product label may be suitable when it is sold to educated consumers in Japan, but it may be inadequate when the same product is sold to illiterate consumers in a developing nation.

Moreover, the cultural views of some nations that managers of multinationals enter can be so different from their own that they misinterpret or misunderstand many of the behaviors they encounter there. In the United States, for example, it is considered to be a lie for a company to provide the government with income statements that materially understate the company’s actual earnings. In some periods of Italy’s history, however, it was accepted as a matter of course that all businesses would understate their annual earnings by one-third when they reported their taxes to the government. Knowing this, the government would automatically inflate each company’s income statements by one-third and levy taxes on this more accurate estimate, which companies willingly paid. Thus, because of a cultural practice that was understood both by the business community and the government, Italian companies did not actually lie to their government when they understated their income: What looked like a lie to an outsider was, in the cultural context, a clearly understood signal of a company’s true income.

When in a foreign country whose laws, government, level of development, and culture are significantly different from what the manager is used to, what should the manager of a multinational do? Some scholars have suggested that when operating in less developed countries, managers from developed nations should try to stick to the higher standards that are typical in their home countries. But this suggestion ignores the real possibility that introducing practices that have evolved in a developed country may do more harm than good in a less developed nation. For example, if an American company operating in Mexico pays local workers U.S. wages, it may draw all the skilled workers away from local Mexican companies that cannot afford to pay the same high salaries. Other scholars have gone to the opposite extreme and argued that multinationals should always follow local practices and laws. But going along with a local practice or law may be worse than trying to operate by the higher standards of a developed country. The lower environmental standards of Mexico, for example, may permit pollution levels that seriously harm the health of local residents. Moreover, the governments of many countries, as we have noted, are corrupt and their laws serve the interests of ruling elites and not the public interest.

It is clear, then, that both a blanket rule to always go along with local practices, as well as one that always tries to adhere to the higher standards of developed nations, are both inadequate. Instead, managers who want to operate ethically in foreign countries must judge each case as it comes along. When judging the ethics of a particular policy, practice, or action in a foreign country, they must take into account...
the nature of the country’s laws, how corrupt and how representative its government is, what the country’s level of technological, social and economic development is, and what cultural understandings affect the meaning of the policy, practice, or action that is being judged. In some cases, going along with local practices may be what is right, while in other cases it may be better to adopt the standards found in more developed nations. And in some cases, managers may have to choose between staying in a country and going along with a local practice that is clearly and seriously evil, or doing what is right and leaving the country.

**Business and Ethical Relativism** There are certain cultural differences that create a special problem for managers. Managers of multinationals often find it hard to know what to do when they encounter moral standards that are different from the ones they personally hold and that are accepted in their home country. Nepotism and sexism, although condemned as morally wrong in the United States, for example, are accepted as a matter of course in some foreign business environments. The people of certain Arab societies hold that business bribery is morally acceptable, although Americans believe that it is immoral. What should a manager do when a government official in such a society asks for a bribe to perform some routine duty the official is supposed to provide for nothing? Or when the hiring department of a U.S. factory in Thailand seems to hire only relatives of those already working for the factory? Or when a group of South American managers refuse to accept a woman as a manager because they feel that women cannot be good managers?

The fact that different cultures have different moral standards, leads many people to adopt the theory of ethical relativism. **Ethical relativism** is the theory that there are no ethical standards that are true absolutely, i.e., that the truth of all ethical standards depends on (is relative to) what a particular culture accepts. Consequently, there are no moral standards that should be used to evaluate the ethics of everyone’s actions no matter what culture they belong to. Instead, the ethical relativist holds that a person’s action is morally right if it accords with the ethical standards accepted in that person’s culture, and is wrong if it violates the ethical standards accepted in that person’s culture. To put it another way: Ethical relativism is the view that, because different societies have different moral beliefs, there is no rational way of determining whether a person’s action is morally right (or wrong) other than by asking whether the members of the person’s own society believe it is morally right (or wrong).

The ethical relativist will say, for example, that it is wrong for a U.S. manager to engage in nepotism in the United States because everyone there believes that it is wrong, but it is not wrong for a person in Thailand, for example, to engage in nepotism there because people there do not see it as wrong. The ethical relativist would advise the manager of a multinational who works in a society whose moral standards are different from her own, that she should follow the moral standards prevalent in the society in which she works. Since moral standards differ and since there are no absolute standards of right and wrong, the best a manager can do is follow the old adage, “When in Rome, do as the Romans do.” But is ethical relativism a reasonable view to hold?

The ethical relativist is clearly right to claim that there are numerous practices that are judged immoral by people in one society that people of other societies believe are morally acceptable. Some examples of practices societies disagree about include polygamy, abortion, infanticide, slavery, bribery, homosexuality, racial and sexual discrimination, genocide, patricide, and the torture of animals. Yet critics of ethical relativism have pointed out that it does not follow that there are no moral standards which are binding on people everywhere. Although societies disagree about some moral standards, they agree on others. Critics of ethical relativism have argued, in fact, that there are certain

**ethical or moral relativism** The theory that there are no ethical standards that are absolutely true and that apply or should be applied to the companies and people of all societies.
basic moral standards that the members of any society must accept if that society is to survive and if its members are to interact with each other effectively. Thus, all societies have norms against injuring or killing their own members, norms about using language truthfully among themselves, and norms against taking the goods that belong to other members of society. Moreover, anthropologists have found numerous moral values and norms that are universal, i.e., that all known human groups recognize. Among these universals are: the appropriateness of reciprocity, the appropriateness of cooperation, the prohibition of incest, the prohibition of rape, empathy, friendship, the difference between right and wrong, fairness, the requirement to compensate injuries, the goodness of courage, the requirement that parents care for their children, restrictions on some forms of violence, the prohibition of murder, the prohibition against breaking promises, the appropriateness of feeling guilt and shame for wrongdoing, the appropriateness of having pride for one’s achievements, and the requirement that actions one could control should be treated differently from those one could not control.

In addition, many apparent moral differences among societies turn out on closer examination to mask deeper underlying similarities. For example, anthropologists tell us that in some Alaskan Inuit societies it was morally acceptable for families to abandon their aged to die outdoors during times of hardship, whereas other Indian societies have felt that abandoning someone to freeze to death outdoors is akin to murder. Yet on closer examination, it can turn out that underlying this difference between Inuit society and other Indian societies is the same moral standard: the moral duty of ensuring the long-term survival of one’s family. In their harsh environment, Inuit people may have had no way of ensuring the family’s survival when food supplies ran short other than by abandoning their aged. Other Indian societies have believed that family survival required protecting the elders who carried within them the knowledge and experience the family needed. The differences between Inuits and other Indians is not due to a real difference in values, but is due, rather, to the fact that one and the same value can lead to two different moral judgments when the value is applied in two very different situations.

Other critics of ethical relativism have pointed out that when people have different moral beliefs about some issue, it does not follow that there is no absolute truth about that issue nor that all beliefs about it are equally acceptable. All that follows when two people or two groups have different beliefs is that at least one of them is wrong. For example, the late philosopher James Rachels points out:

The fact that different societies have different moral codes proves nothing. There is also disagreement from society to society about scientific matters: in some cultures it is believed that the earth is flat, and that disease is caused by evil spirits. We do not on that account conclude that there is no truth in geography or in medicine. Instead, we conclude that in some cultures people are better informed than in others. Similarly, disagreement in ethics might signal nothing more than that some people are less enlightened than others. At the very least, the fact of disagreement does not, by itself, entail that truth does not exist. Why should we assume that, if ethical truth exists, everyone must know it?

Perhaps the most important criticism of ethical relativism is that it has incoherent consequences. If ethical relativism were true, opponents claim, then it would not make sense to criticize the practices of other societies so long as their practices conformed to their own standards. For example, we could not say that child slavery, as practiced in many societies around the world, is wrong, nor that the discrimination
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Objections to Ethical Relativism
- Some moral standards are found in all societies.
- Moral differences do not logically imply relativism.
- Relativism has incoherent consequences.
- Relativism privileges whatever moral standards are widely accepted in a society.

The fact that different societies have different moral codes proves nothing. James Rachels, “Can ethics provide answers?” In Can Ethics Provide Answers and Other Essays in Moral Philosophy, pp. 33–39 Copyright © 1997 Rowman and Littlefield. Reprinted with permission.
A Traditional Business

In over 28 countries, mostly North African nations, female circumcision—or “female genital mutilation” as its critics call it—is generally accepted. Female circumcision is normally performed when a girl is between 7 and 12 years old. It involves cutting away most of the girl’s external genitalia including the clitoris and labia. In most countries, the procedure is done by a female “practitioner” who uses a small knife or razor blade but no anesthesia. A young girl will often resist so several women must hold her down while the practitioner works. The women who perform circumcisions charge for their services and see their work as a business. It is estimated that in countries where the practice is widely accepted, the annual fees collected by all the businesses that provide circumcision services total tens of millions of dollars.

Mothers in these countries feel they must have their daughters circumcised because otherwise no “good” man will marry them. Many believe that circumcision controls a woman’s sexual desires, and cleanses her spiritually so that others can eat what she cooks. Although the practice is not mentioned in the Koran, many North African Muslims believe that female circumcision is required by certain sayings they attribute to Mohammad, the founder of Islam. However, Muslim scholars dispute both the authenticity and the interpretation of these sayings.

Many Americans and Europeans feel strongly that female genital mutilation is an immoral assault on a helpless and unwilling girl, an assault that provides her no medical benefit, risks serious infection, and permanently deprives her of the ability to feel sexual pleasure. They have pressured foreign governments to outlaw the practice and to crack down on the women who make a business of it because they are violating the human rights of thousands of girls.

Practitioners claim that Westerners who want to prohibit female circumcision are trying to impose their own morality on others. A Somali practitioner said: “This is a great offence and a great interference with our lives and our lifestyle. For too long Europeans have come into our countries and told us how to live our lives and how to behave and we believe that is totally unacceptable. We will not allow foreigners to tell us how to behave or put our businesses at risk any longer. In order for our daughters to be free they must have this procedure. It is their right as women and our obligation as adults to make them into the best young women we can. Circumcision is a fundamental part of becoming a young woman and we will not deny them that because of some misplaced sense of morality from foreigners.”

Phillip Waites, a doctor and medical analyst for a news service noted, “The core issue here is whether or not Europeans have the right to step into another country and demand that they change their traditions and culture.” Remarking on the many practitioners for whom female circumcision is a business, he said: “There aren’t a whole lot of jobs in Somalia. There really isn’t a whole lot of anything in Somalia frankly, and these women have a specialty that not only garners them a good living but also gives them a certain status in the country that they might not otherwise have.”

---

1. Is the business of providing female circumcision services morally wrong? Why?
   If a practitioner asks for a small business loan from a Western “micro-finance lender” like www.Kiva.org would it be wrong for the lender to refuse? Would it be wrong for the lender to agree? Explain.

2. Is it wrong for Westerners to pressure North African governments to prevent practitioners from doing female circumcisions?

3. Does this case support ethical relativism or does it suggest that there are certain things that are wrong no matter what, or neither of these positions?

practiced in the society of apartheid South Africa in the twentieth century was unjust, nor that it was immoral for the Germans to kill Jews in the Nazi society of the 1930s. For, in each of these societies, people were just doing what the standards of their society said they should do.  

Critics of ethical relativism also argue that if ethical relativism were correct, then it would make no sense—in fact it would be morally wrong—to criticize any of the moral standards or practices accepted by our own society. If our society accepts that a certain practice—such as slavery—is morally right, then as members of this society, we too must accept that practice as morally right, at least according to ethical relativism. For example, ethical relativism implies that it was wrong for Southern abolitionists to object to slavery since slavery was accepted in Southern society before the Civil War. According to critics, then, the theory of ethical relativism implies that whatever the majority in one’s society believes about morality is automatically correct and so their beliefs cannot be criticized.

The fundamental problem with ethical relativism, critics allege, is that it holds that the moral standards of a society are the only standards by which actions in that society can be judged. The theory gives the moral standards of each society a privileged place that is above all criticism by members of that society or by anyone else: For the relativist, a society’s moral standards cannot be mistaken. Clearly, opponents say, this implication of ethical relativism indicates that the theory is wrong; we all know that at least some of the moral standards of our own society as well as those of other societies may be mistaken.

The theory of ethical relativism, then, does not seem to be correct. But even if the theory of ethical relativism is ultimately rejected, this does not mean that it has nothing to teach us. The ethical relativist correctly reminds us that different societies have different moral beliefs and that we should not simply dismiss the moral beliefs of other cultures when they do not match our own. However, ethical relativism seems to be mistaken in its basic claim that all moral beliefs are equally acceptable and that the only criteria of right and wrong are the moral standards prevalent in a given society. And if ethical relativism is wrong, then there are some moral standards that should be applied to the behaviors of everyone, regardless of what society they live in. We will explore what kind of standards these might be.

The upshot of our discussion is that there are two kinds of moral standards: those that differ from one society to another, and those that should be applied in all societies. One way of thinking about these two kinds of moral standards is to adopt a framework called “Integrative Social Contracts Theory” or ISCT for short. According to the ISCT framework, there are two kinds of moral standards: (1) Hypernorms, which consist of those moral standards that should be applied to people in all societies, and (2) Microsocial norms, which are those norms that differ from one community to another and that should be applied to people only if their community accepts those particular norms.

ISCT holds that it is useful to think of hypernorms as part of a social contract that all people have accepted, and to think of microsocial norms as part of a social contract that the members of a specific community have accepted. Examples of some hypernorms might be human rights principles and principles of justice that apply to all people in all communities. On the other hand, one example of a microsocial norm is the norm that allows a father and a son to take on a common wife, a moral norm that is accepted in Tibet but rejected in all other communities. Another microsocial norm is the norm that when traveling a married woman must be accompanied by her husband or a male relative, a norm that is accepted...
in Saudi Arabia and several other Arab countries but not in the United States nor in Europe.

ISCT claims that hypernorms take priority over microsocial norms. That is, microsocial norms must not contradict hypernorms. If a microsocial norm violates a hypernorm, then it is unethical and should be rejected. Nevertheless, ISCT assumes that hypernorms must allow every community to have some “moral free space.” Moral free space consists of the range of norms that a community is free to accept because they do not violate any hypernorms.

The people of a community, according to ISCT, ought to follow the microsocial norms that are accepted in their community. However, the members of a community must be free to leave their community if they strongly disagree with their community’s microsocial norms. Moreover, according to ISCT, when a manager is operating in a foreign community, the manager should follow the microsocial norms of that community, so long as they do not violate any hypernorms. If the microsocial norms of a community violate a hypernorm, then the manager should not follow that microsocial norm.

Many critics reject the ISCT view that hypernorms should be thought of as part of a social contract that all reasonable people have accepted, while relativists reject the very idea that there are any absolute universal hypernorms. Nevertheless, the distinction between hypernorms and microsocial norms is a useful one. Assuming that there are hypernorms, the distinction provides a useful way to think about the interplay between absolute moral norms that should apply to all people everywhere, and local norms that differ from one society to another. It provides a useful framework for understanding how to deal with moral differences. We have argued that there are absolute moral norms that should apply everywhere; what these might be is a question that we will discuss later.

3 Moral Reasoning

We have said that ethics is the study of morality and that a person begins to do ethics when he or she turns to look at the moral standards learned from family, church, friends, and society and begins asking whether these standards are reasonable or unreasonable and what these standards imply for the situations and issues we face. In this section, we examine more closely this process of examining one’s moral standards and the reasoning process by which we apply our standards to the situations and issues we face. We begin by describing how a person’s ability to use and critically evaluate moral standards develops in the course of a person’s life, and then we describe some of the reasoning processes through which these moral standards are evaluated and used, and some of the ways they can go wrong.

Moral Development

Many people assume that our values are formed during childhood and do not change after that. In fact, a great deal of psychological research, as well as our own personal experience, demonstrates that as we mature, we change our values in deep ways. Just as people’s physical, emotional, and cognitive abilities develop as they age, so also their ability to deal with moral issues develops as they move through their lives. In fact, just as there are identifiable stages of growth in physical development, so the ability to make reasoned moral judgments also develops in identifiable stages. As children, we are simply told what is right and what is wrong, and we obey so as to
avoid punishment. As we mature into adolescence, these conventional moral standards are gradually internalized, and we start trying to live up to the expectations of family, friends, and surrounding society. Finally, as adults we learn to be critical about the conventional moral standards bequeathed to us by our families, peers, culture, or religion. We start to evaluate these moral standards and to revise them where we think they are inadequate, inconsistent, or unreasonable. We begin, in short, to do ethics and to develop moral principles that we feel are better and more reasonable than what we accepted earlier.

There is a good deal of psychological research that shows people's moral views develop more or less in this manner. The psychologist Lawrence Kohlberg, for example, who pioneered research in this field, concluded on the basis of over 20 years of research that there is a sequence of six identifiable stages in the development of a person's ability to deal with moral issues. Kohlberg grouped these stages of moral development into three levels, each containing two stages. At each level, the second stage is the more advanced and organized form of the general perspective of that level. The sequence of the six stages can be summarized as follows.

**Level One: Preconventional Stages**
At these first two stages, the child can apply the labels good, bad, right, and wrong. But good and bad, and right and wrong are seen in terms of the pleasant or painful consequences of actions or what authority figures demand. If you were to ask a 4- or 5-year-old child, for example, whether stealing is wrong, he will say it is. But when you ask the child why it’s wrong, his answer will be something like, “Because Mommy puts me in time-out if I steal.” The child at this level can see situations mainly from his own point of view and so his primary motivations are self-centered.

**Stage One: Punishment and Obedience Orientation** At this stage, the demands of authority figures or the pleasant or painful consequences of an act define right and wrong. The child’s reason for doing the right thing is to avoid punishment or defer to the power of authorities. There’s little awareness that others have needs and desires like one’s own.

**Stage Two: Instrumental and Relative Orientation** At this stage, right actions become those through which the child satisfies his own needs. The child is now aware that others have needs and desires like he does and uses this knowledge to get what he wants. The child behaves in the right way toward others, so others later will do the same toward him.

**Level Two: Conventional Stages**
At these next two stages, the older child or younger adolescent sees moral right and wrong in terms of living up to the conventional norms of his or her family, peer group, or society. The young person at these stages is loyal to these groups and their norms. He sees right or wrong in terms of “what my friends think,” “what my family taught me,” “what we Americans believe,” or even “what the law says.” The person has the ability to take the point of view of other similar people in his groups.

**Stage Three: Interpersonal Concordance Orientation** Good behavior at this early conventional stage is living up to the expectations of those for whom the person feels loyalty, affection, and trust, such as family and friends. Right action is conforming to what’s expected in one’s role as a good son, good daughter, good friend, and so on. At this stage, the young person wants to be liked and thought well of.

**Stage Four: Law and Order Orientation** Right and wrong at this more mature conventional stage are based on loyalty to one’s nation or society. The laws and norms of society should be followed so society will continue to function well. The person can see other people as parts of a larger social system that defines individual roles and obligations, and he can distinguish these obligations from what his personal relationships require.

**Level Three: Postconventional Stages**
At these next two stages, the person no longer simply accepts the values and norms of her group. Instead, the person tries to see right and wrong from an impartial point of view.
that takes everyone’s interests into account. The person can question the laws and values of her society and judge them in terms of moral principles that she believes can be justified to any reasonable person. When an adult at this stage is asked why something is right or wrong, the person can respond in terms of what’s “fair for everyone” or in terms of “justice,” or “human rights,” or “society’s wellbeing.”

**Stage Five: Social Contract Orientation** At this first postconventional stage, the person becomes aware that people have conflicting moral views, but believes there are fair ways of reaching consensus about them. The person believes that all moral values and moral norms are relative and that, apart from a democratic consensus, all moral views should be tolerated.

**Stage Six: Universal Moral Principles Orientation** At this second postconventional stage, right action comes to be defined in terms of moral principles chosen because of their reasonableness, universality, and consistency. These are general moral principles that deal, for example, with justice, social welfare, human rights, respect for human dignity, or treating people as ends in themselves. The person sees these principles as the criteria for evaluating all socially accepted norms and values.

Kohlberg’s theory is useful because it helps us understand how our moral capacities develop and reveals how we may mature in our understanding of our own moral standards. Research by Kohlberg and others has shown that, although people generally progress through the stages in the same sequence, not everyone progresses through all the stages. Kohlberg found that many people remain stuck at one of the early stages throughout their lives. Those who stay at the preconventional level continue to see right and wrong in the egocentric terms of avoiding punishment and doing what powerful authority figures say. Those who reach the conventional level, but never get past it continue defining right and wrong in terms of the conventional norms and expectations of their social groups or of their nation and its laws. And those who reach the postconventional level and take a rational and critical look at the conventional moral standards they have been raised to hold will come to define right and wrong in terms of moral principles they have chosen because they are reasonable.

It is important to see that Kohlberg believes that the moral reasoning of people at the later stages of moral development is better than the reasoning of those at earlier stages. First, he claims, people at the later stages have the ability to see things from a wider and fuller perspective than those at earlier stages. The person at the preconventional level can see situations only from the person’s own egocentric point of view; the person at the conventional level can see situations only from the familiar viewpoints of people in the person’s own social groups; and the person at the postconventional point of view has the ability to look at situations from a universal perspective that tries to take everyone into account. Second, people at the later stages have better ways of justifying their decisions to others than those at earlier stages. The person at the preconventional level can justify decisions only in terms of how the person’s own interests will be affected, and therefore justifications are ultimately persuasive only to the person. The person at the conventional level can justify decisions in terms of the norms of the group to which the person belongs, and so justifications are ultimately persuasive only to members of the person’s group. Finally, the person at the postconventional level can justify her choices on the basis of moral principles that are impartial and reasonable and that therefore any reasonable person can accept.

Kohlberg’s theory has, however, been subjected to a number of criticisms. First, Kohlberg has been criticized for claiming that the higher stages are morally preferable to the lower stages. This criticism is surely right. Although the higher Kohlberg levels incorporate broader perspectives and more widely acceptable justifications, it does not follow that these perspectives are morally better than the
lower ones. To establish that the higher stages are morally better will require more argument than Kohlberg provides. In later chapters, we will see what kind of reasons can be given for the view that the moral principles that define the later Kohlberg stages are morally preferable to the criteria used in the preconventional and conventional stages.

A second significant criticism of Kohlberg is one that arises from the work of Carol Gilligan, a psychologist. She argues that, although Kohlberg’s theory correctly identifies the stages through which men pass as they develop, it fails to adequately trace out how women’s morality develops. Because most of Kohlberg’s subjects were male, Gilligan has argued, his theory failed to take into account how women think about morality.

Gilligan claimed that there are, “male” and “female” approaches to morality. Males, she argued, tend to deal with moral issues in terms of impersonal, impartial, and abstract moral principles—exactly the kind of approach that Kohlberg says is characteristic of postconventional thinking. However, Gilligan claimed, there is a second, “female,” approach to moral issues that Kohlberg’s theory does not take into account. Females, Gilligan claimed, tend to see themselves as part of a “web” of relationships with family and friends. When females encounter moral issues, they are concerned with nurturing these relationships, avoiding hurt to others in these relationships, and caring for their well-being. For women, morality is primarily a matter of “caring” and “being responsible” for those with whom we have personal relationships. Morality is not a matter of following impartial principles. Gilligan claimed that the female approach to morality develops through stages that are different from those Kohlberg described. Moral development for women is marked by progress toward better ways of caring and being responsible for oneself and others with whom we are in relationship. In her theory, the earliest or preconventional level of moral development for women is one marked by caring only for oneself. Women move to a second or conventional level when they internalize conventional norms about caring for others and in doing so come to neglect themselves. As women move to the postconventional or most mature level, they become critical of the conventional norms they had earlier accepted, and they come to achieve a balance between caring for others and caring for oneself.

Is Gilligan right? Although additional research has shown that male and female moral development does not differ in the ways that Gilligan originally suggested, that same research has confirmed the claim that Gilligan has identified a way of thinking about moral issues that is different from the way that Kohlberg emphasizes. Moral issues can be dealt with from a perspective of impartial moral principles or from a perspective of caring for persons and relationships, and these two perspectives are distinct. However, women as well as men sometimes approach moral issues from the perspective of impartial moral principles, and men as well as women sometimes approach moral issues from the perspective of caring for persons and relationships. Although research on the “care perspective” that Gilligan described is still ongoing, it is clearly an important moral perspective that both men and women should take into account.

For our purposes, it is important to notice that both Kohlberg and Gilligan agree that there are stages of growth in our moral development. Both also agree that moral development moves from a preconventional stage focused on the self, through a conventional stage in which we uncritically accept the conventional moral standards of society around us, and on to a mature stage in which we learn to critically and
reflectively examine how reasonable the conventional moral standards we earlier accepted are, and to develop more adequate standards of our own, both standards of caring as well as standards of impartiality.

We said earlier that you begin to do ethics when you begin to examine critically the moral standards you have accepted from family, friends, and society and ask whether these standards are reasonable or unreasonable. In terms of the stages of moral development that Kohlberg and Gilligan proposed, ethics begins when you move from a simple acceptance of the conventional moral standards that we absorb from society and try to critically and reflectively develop standards based on more adequate reasons and capable of dealing with a wider range of moral issues in a more adequate manner. The study of ethics is the process of developing our ability to deal with moral issues—a process that should enable you to acquire the more reflective understanding of “right” and “wrong” that characterizes the later postconventional stages of moral development. One of the central aims of the study of ethics is the stimulation of this moral development.

This is an important point—one that should not be lost on the reader. The text and cases that follow are designed to be read and discussed with others—students, teachers, friends—to stimulate in ourselves the kind of moral development that we have been discussing. Engaged interaction and discussion of moral issues with the people around us develops our ability to move beyond a simple acceptance of the moral standards we absorb from family, peers, nation, or culture. By discussing, criticizing, and reasoning about the moral judgments that you and others make, you acquire habits of thinking and reasoning that you can use to decide for yourself the moral principles that you feel are reasonable because you have tested them in the heat of discussions with others.

The moral principles that are produced by the kind of analysis and reflection that are characteristic of the latter stages of moral development in both Kohlberg and Gilligan, then, are “better” but not because they come at a later stage. One set of moral principles is “better” than another only when it has been carefully examined and found to be supported by better and stronger reasons—a process that is enhanced through discussions with, and challenges from, other people. The moral principles that appear in the later stages of moral development, then, are better because and to the extent, that they are the product of the kind of reasoned examination and discussion with others that tends to emerge as people improve their moral reasoning skills, grow in their understanding and knowledge of human life, and interact with others to develop a firmer and more mature moral perspective.

Kohlberg’s (and Gilligan’s) theory of moral development has been extended by psychologists who have looked at how moral development is related to self-identity and to the motivation to be moral. William Damon, for example, found that “morality does not become a dominant characteristic of the self until . . . middle adolescence.”67 This means that until middle adolescence, we tend not to see morality as an important part of who we really are. This is significant because he also found that the more morality becomes part of who we are, the stronger our motivation to do what is morally right. In fact, there are “exemplary people” who have so united “self and morality” that when they do what is morally right, “rather than denying the self, they define it with a moral center . . . [and so do not see] their moral choices as an exercise in self-sacrifice.”68 The psychologist Augusto Blasi has argued that part of the process of making morality part of who we feel we really are, is asking ourselves not just “What kind of person do I want to be?” but also “What kind of person should one . . . be?”69 Blasi points out that people have “reflexive desires, namely desires about their own desires,” so another way of asking what kind of person we want to be
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**Research on Moral Identity Suggests**

- Morality is not an important part of the self until middle adolescence
- The more morality becomes part of the self, the stronger the motivation to be moral
- Judgments of right and wrong depend in part on the kind of person we think the self is, i.e., on the virtues we think are part of our self.
I
n March 2002, when WorldCom was struggling to coordinate and integrate the complex mess created by the 65 companies it had acquired, WorldCom’s then highly respected chief financial officer, Scott Sullivan, moved $400 million from a reserve account and recorded it as “income” in the company’s public financial reports. Alerted to this, Cynthia Cooper, the perfectionist head of WorldCom’s internal audit department, began to secretly examine the company’s books at night. She soon discovered that Scott Sullivan (named a “best CFO” by CFO Magazine in 1998) and David Myers, WorldCom’s controller, for years had publicly reported billions of dollars as “capital expenditures” when they were really operating costs, ignored uncollectible receivables, and reported as “income” what were really reserve funds, and did all this with the help of Arthur Andersen, the company’s auditor and accounting firm. Though angrily threatened by Sullivan, and risking her job and career, on June 20, 2002, an apprehensive Cooper courageously met with the audit committee of WorldCom’s board of directors and told them what had been going on. On June 25, WorldCom’s directors announced the company had inflated its profits by over $3.8 billion—an amount later raised to $9 billion—in the greatest accounting fraud in history. Sullivan and Myers were arrested; WorldCom shareholders lost $3 billion; 17,000 WorldCom workers lost their jobs; Arthur Andersen was shut down for shredding evidence of other accounting frauds at other firms. Even today, many WorldCom managers and employees do not speak to her and she sometimes cries. Says Cooper: “There is a price to be paid. [But] it comes back to the values and ethics that you learn …. The fear of losing my job was secondary to the obligation I felt.”

1. Which of Kohlberg’s six stages of moral development would you say that Cynthia Cooper had reached? Explain.

2. Do her actions and motives support or undermine Carol Gilligan’s views? What would you say is unique about her or what she did?

3. How does William Damon’s theory of moral identity apply to Cynthia Cooper?
Former WorldCom chairman Bernard J. Ebbers and chief financial officer Scott Sullivan are sworn in before testifying before Congress on July 8, 2002.

Arthur Andersen employees rally in support of their embattled accounting firm, which was implicated in the WorldCom scandal.
is to ask, “What kind of desires do I want (or desire) to have?” A major finding of research in moral identity is that it has an important influence on our moral reasoning. That is, in many situations what we judge we should do depends on the kind of person we think we are. For example, if I see myself as an honest person, then I will generally decide I should be honest when tempted to lie. Ethicists have called this approach to ethics the “virtue” approach. Virtues are moral aspects of our character like honesty or courage. This kind of reasoning is somewhat different from reasoning about moral principles. We will see how it differs when we discuss virtue ethics.

It is important to note also that ethics is not just a matter of logic, reasoning, and cognition. This would leave out the central role that our emotions and feelings play in our moral decisions. We noted earlier that one of the defining features of moral standards is that they are connected to special emotions and feelings, like guilt, shame, compassion, and empathy. But, in addition, moral thinking is, and has to be, aided by our emotions. Of course, emotions can sometimes get in the way of clear thinking. But we cannot engage in moral reasoning without the presence of our emotions. People who have suffered damage to those parts of the brain that are responsible for producing emotions, and so who no longer experience emotions, become incapable of engaging in moral reasoning. They are still able to reason logically and can think abstractly, but they can no longer apply moral standards to their interactions with other people.

Phineas Gage, for example, was a well-liked and respected young man who one day at work happened to lean over an explosive charge while holding an iron rod. The charge exploded with such force that it instantly drove the rod upward through his cheek, behind his left eye, through the front part of his brain, and out at high speed through the top of his skull. Miraculously he survived and recovered without any loss of his ability to walk, move, perceive, speak, think, remember, and reason. But the front part of the brain plays a critical role in the production of emotions so Gage lost most of his ability to experience emotions. And with that loss, he also lost something else. According to witnesses, he was now “fitful, irreverent, indulging at times in the grossest profanity which was not previously his custom, manifesting but little deference for his fellows, impatient of restraint or advice when it conflicts with his desires, at times pertinaciously obstinate, yet capricious and vacillating, devising many plans of future operations, which are no sooner arranged than they are abandoned.” With the loss of his emotions, the young Gage lost the ability to engage in the kind of foresight and moral thinking that previously enabled him to deal ethically with his friends and other fellow human beings. Many other people who, like Gage have lost the ability to have emotions, have also lost the ability to engage in moral reasoning. The link between moral reasoning and emotions has also been supported by studies that show that when we engage in moral reasoning, one of the parts of our brain that becomes active is the part that is active when we experience emotions, the part of the brain that Gage lost.

How do our emotions and reasoning work together? Consider a simple example: our emotional reaction—e.g., empathy—to seeing a woman in front of us being treated badly will suddenly focus our attention on her and how she feels and what is happening to her, driving other concerns out of our mind. The information we get from this focused perception might then make us feel sympathy and this may move us to ask ourselves, and reason about, whether she deserves to be treated as she is being treated. If we judge that she does not deserve it and is being treated unjustly, we may then feel anger, which drives us to think about what we can do to end the injustice. This is just one small example of how our feelings and reasoning can work together.
Moreover, it should be enough to suggest how some of our feelings can even give us information about what is going on around us. Empathy, for example, allows us to know what the victim is feeling and to even experience what she is experiencing. Emotions like sympathy can make us recognize that we are faced with a situation that raises ethical issues and motivate us to try to understand and reason about what is happening. And anger can drive us to think about what we can and ought to do, and then push us into action.

A lot of the discussion that follows focuses on the reasoning processes upon which moral decisions are based. However, it is important to keep in mind that these reasoning processes are driven by, and suffused with, emotions and feelings. Reasoning about ethics is important, but without emotions we would be like Gage: unable to become focused on and concerned about ethics and no longer moved to engage in moral reasoning about ourselves and those around us.

Moral Reasoning

We have used the term moral reasoning repeatedly. What does it mean? Moral reasoning refers to the reasoning process by which human behaviors, institutions, or policies are judged to be in accordance with or in violation of moral standards. Moral reasoning always involves three components: (1) an understanding of our moral standards and what they require, prohibit, value, or condemn; (2) evidence or information about whether a particular person, policy, institution, or behavior has the features that these moral standards require, prohibit, value, or condemn; and (3) a conclusion or moral judgment that the person, policy, institution, or behavior is prohibited or required, right or wrong, just or unjust, valuable or condemnable, and so on. Here is an example of moral reasoning whose author is offering us his reasons for the moral judgment that some U.S. social institutions are unjust:

Blacks and other minorities live in our society and a disproportionate number fight the wars that keep our society safe: 20 percent of the military is black yet only 11 percent of the U.S. is black. Minorities take the dirty jobs (30 percent of cleaners are Hispanics, who are 7 percent of the workforce) and contribute cheap labor (44 percent of farm workers are Hispanic) that lets us live and eat disproportionately well. Yet minorities do not get society’s benefits. Twenty-six percent of blacks and 25 percent of Hispanics fall below the poverty line compared to 12 percent of whites. Black and Hispanic infant mortality is double that of whites. Blacks are 11 percent of the U.S. workforce but hold only 7 percent of all management positions and 6 percent of all engineering jobs. Discrimination that prevents minorities from getting out of their society what they contribute is unjust.\(^4\)

In this example, the author has in mind a moral standard that he sets out at the end of the paragraph: “Discrimination that prevents minorities from getting out of their society what they contribute is unjust.” The earlier part of the paragraph is devoted to citing factual evidence showing that U.S. society exhibits the kind of discrimination this moral principle condemns. The author’s moral judgment about U.S. society is not explicitly stated, but it is obvious enough: U.S. society is unjust. So this example of moral reasoning has the usual components: (1) a moral standard on which the moral judgment is based, (2) evidence or factual information about the institution that is being judged, and (3) a moral judgment or conclusion that is supposed to be drawn
from (1) and (2). Schematically, then, moral or ethical reasoning generally has the kind of structure indicated in Figure 1.75

Sometimes one of the three parts of moral reasoning is not expressed. In the example of moral reasoning above, the conclusion was not explicitly stated because it was so obvious. More often, however, people do not explicitly state the moral standards on which their moral judgments are based and we may have to search for them. For example, a person might say, “U.S. society is unjust because it allows 26 percent of Negroes to fall below the poverty line while only 12 percent of whites are below the poverty line.” Here the moral judgment is “U.S. society is unjust” and the evidence is “it allows 26 percent of Negroes to fall below the poverty line while only 12 percent of whites are below the poverty line.” But what is the moral standard on which this judgment is based? The unspoken moral standard has to be something like: “A society is unjust if it allows a higher percentage of people of one race to be poor than those of another race.” How do we know? Because the factual information that 26 percent of Negroes fall below the poverty line while 12 percent of whites are below the poverty line can serve as evidence for the moral judgment that U.S. society is unjust only if we accept the moral standard that a society is unjust if it allows a higher percentage of people of one race to be poor than those of another race. Without this moral standard, the factual information would have no logical relation to the conclusion and so could not be evidence for the conclusion. So to uncover the unspoken moral standards someone is using when he or she makes a moral judgment, we have to trace his or her reasoning back to its moral assumptions. This involves asking (a) what factual information does the person think is evidence for his moral judgment, and (b) what moral standards are needed to logically relate this factual information to his moral judgment.76

One reason we do not make our moral standards explicit in our moral reasoning is that we generally assume these moral standards are obvious. So we put most of our efforts into looking at whether there is evidence that a given situation does or does not violate our (unspoken) moral standards. But we put little or no effort into examining the (unspoken) moral standards on which our judgments rely. Yet if we do not make our moral standards explicit, we can end up basing our judgments on moral standards we do not even realize we hold. Or, worse, we may rely on standards that we would reject if we explicitly thought about them. Our unspoken moral standards might be inconsistent, they might be unreasonable, or they might have implications we do not accept. In the example of moral reasoning, we have been discussing the unspoken moral standard: A society is unjust if it allows a higher percentage of people of one race to be poor than those of another race. But now that we have made this standard explicit, we might not be so sure it is right. For example, some people have suggested that the inequalities in the percentages of each race that are poor are the result of different natural characteristics the two races

---

**Quick Review 18**

- The moral standards by which we evaluate things
- Information about what is being evaluated
- A moral judgment about what is being evaluated.
possess. And if they are the result of natural differences, then do such inequalities show a society is unjust? We may reject the suggestion that inequalities are the result of natural racial differences, but the suggestion should at least lead us to look more carefully at whether the moral standards we are using are justified. Making explicit the moral standards upon which our moral judgments are based, then, is crucial to understanding whether the moral standards that underlie our reasoning are really justified.

The moral standards upon which adults base their moral judgments are usually a lot more complex than these simple examples suggest. A person’s moral standards usually include qualifications, exceptions, and restrictions that limit their scope. Also, they may be combined in various ways with other important moral standards. Still, the general method of uncovering people’s unspoken moral standards remains roughly the same however complex their standards are. We need to ask: What general moral standards are needed to relate this person’s factual evidence to the moral judgment he or she is making?

Hopefully, this explanation of moral reasoning has not suggested that it is always easy to separate factual information from moral standards in a piece of moral reasoning—nothing could be farther from the truth. In practice, the two are sometimes intertwined in ways that are hard to disentangle. Also, there are several theoretical difficulties in trying to draw a precise line separating the two. Although the difference between the two is usually clear enough for practical purposes, the reader should be aware that sometimes they cannot be clearly distinguished.

Analyzing Moral Reasoning

There are various criteria that ethicists use to evaluate how good a piece of moral reasoning is. First, moral reasoning must be logical. This means that when we evaluate a person’s moral reasoning, we should first make the person’s unspoken moral standards explicit. We should also understand what evidence the person offers to support his or her conclusion, and know exactly what the person’s conclusion is. Then, we can determine whether the person’s moral standards together with the evidence he or she offers logically support his or her conclusion.

Second, the factual evidence the person cites in support of his or her moral judgment must be accurate, relevant, and complete. For example, the illustration of moral reasoning quoted earlier cites several statistics (“Although blacks are 11 percent of the U.S. work force, they hold only 7 percent of all management positions and only 6 percent of all engineering jobs.”) and relationships (“minorities contribute cheap labor that lets the rest of us live and eat disproportionately well”) that are said to exist in the United States. If the moral reasoning is to be adequate, these statistics and relationships must be accurate. They must rest on reliable statistical methods and well-supported scientific theory. In addition, evidence must be relevant: It must show that the behavior, policy, or institution being judged has precisely those characteristics that are condemned by the moral standards involved. For instance, the statistics and relationships in the illustration of moral reasoning given above must show that some people are “prevented from getting out of [U.S.] society what they contribute,” the precise characteristic that is condemned by the moral standard cited in the illustration. Finally, evidence must be complete in this sense: It should take into account all relevant information and must not selectively consider only evidence that tends to support a single point of view.

Third, the moral standards involved in a person’s moral reasoning must be consistent. They must be consistent with each other and with the other standards and beliefs
the person holds. Inconsistency between our moral standards can be uncovered and corrected by examining situations in which these moral standards require incompatible things. Suppose I believe that (1) it is wrong to disobey an employer whom one has contractually agreed to obey, and I also believe that (2) it is wrong to help a person who is putting people’s lives at risk. Then, suppose that one day my employer tells me to sell a product that may be dangerous, perhaps fatal, to people who use it. The situation now reveals an inconsistency between these two moral standards: I can either obey my employer and avoid disloyalty, or I can disobey my employer and avoid helping him or her do something that endangers people’s lives, but I cannot do both.

When inconsistencies between one’s moral standards are uncovered in this way, one (or both) of the standards has to be changed. In this example, I might decide that orders of employers have to be obeyed except when they threaten human life. Notice that, to determine what kinds of modifications are called for, one has to examine the reasons one has for accepting the inconsistent standards and weigh these reasons to see what is more important and worth retaining and what is less important and subject to modification. In this example, for instance, I may have decided that the reason that employee loyalty is important is that it safeguards property, but the reason that the refusal to endanger people is important is that it safeguards human life. Human life, I then decide, is more important than property. This sort of criticism and adjustment of one’s moral standards is an important part of the process through which moral development takes place.

There is another kind of consistency that is perhaps even more important in ethical reasoning. Consistency also refers to the requirement that one must be willing to accept the consequences of applying one’s moral standards consistently to all persons in similar circumstances. This consistency requirement can be phrased as follows. Suppose “doing A” refers to some type of action, and “circumstances C” refers to the circumstances in which someone carried out that action. Then, we can say:

If you judge that one person is morally justified (or unjustified) in doing A in circumstances C, then you must accept that it is morally justified (or unjustified) for any other person to perform any act relevantly similar to A, in any circumstances relevantly similar to C.

That is, you must apply the same moral standards to the action of one person in one situation that you applied to another that was relevantly similar. (Two actions or two circumstances are “relevantly similar” when all those factors that have a bearing on the judgment that an action is right or wrong in one case are also present in the other.) For example, suppose that I judge that it is morally permissible for me to fix prices because I want the high profits. If I am going to be consistent, I have to hold that it is morally permissible for my suppliers to fix prices when they want high profits. If I am not willing to consistently accept the consequences of applying to other, similar persons the standard that price fixing is morally justified for those who want high prices, I cannot rationally hold that the standard is true in my own case.

The consistency requirement is the basis of an important method of discovering that we need to change or modify our moral standards: the use of counterexamples or hypotheticals. If we are wondering whether a moral standard is acceptable, we can often test it by seeing whether we are willing to accept the consequences of applying that standard to other similar hypothetical cases. For instance, suppose I claim that it was morally justified for me to lie to protect my own interests because “It is always morally justified for a person to do whatever will benefit himself or herself.” We can evaluate whether this principle is really acceptable by considering the hypothetical example of an individual who knowingly injures me or someone I love, and who claims he or she...
was morally justified because the injury was to his or her own benefit. If, as is likely, I do not think another person would be morally justified in injuring me or someone I love simply because it benefits him or her, then I need to qualify or reject the principle that “It’s always morally justified for a person to do whatever will benefit himself or herself.” I have to qualify or reject it because consistency requires that if I really accept the idea that I am justified in injuring someone when it benefits me, then I would have to accept that anyone else would be justified in injuring me whenever it benefits him or her. The point is that hypothetical examples can be used effectively to show that a moral standard is not really acceptable and so must be rejected or at least modified.

**Moral Behavior and Its Impediments**

We have spent some time discussing what moral reasoning is. But moral reasoning is only one of the processes that lead up to ethical or unethical behavior. Studies of the main steps that lead up to ethical or unethical action have converged on the view, first proposed by the moral psychologist James Rest, that four main processes precede ethical action: (1) recognizing or becoming aware that we are faced with an ethical issue or situation, i.e., an issue or situation to which we can respond ethically or unethically, (2) making a judgment about what the ethical course of action is, (3) forming an intention or decision to do or not do what we judge is right, and (4) carrying out or acting on the intention or decision we have made. These four processes do not have to occur in sequence; in fact, one or all of them may occur simultaneously. Moreover, it is not always easy to distinguish them from each other, especially when they are simultaneous.

Notice that moral reasoning is concerned only with the second of these processes, i.e., making a judgment about what the ethical response to an issue or situation should be. Moreover, moral reasoning, as we will see, is not the only way to make a decision about what the right thing to do is. In this chapter, we are going to look at the four main processes that lead up to ethical (or unethical) action. In particular, we are going to look closely at several impediments that can hamper these processes. Understanding these impediments will perhaps help you deal with them more effectively when you encounter them in your own life.

**The First Step toward Ethical Behavior: Recognizing an Ethical Situation**

Every day we encounter situations that raise ethical issues. But before we will even start thinking about those issues, we first have to recognize that the situation we have encountered is one that calls for ethical reasoning. There are many different ways we can see or categorize a situation. To deal with each type of situation, we use ways of thinking that are appropriate for that type of situation. For example, we can see a situation as being a “business” situation that calls for using business rules and business reasoning, or we can see it as a “legal” situation, or a “family” situation. When a situation is recognized as a business situation we may start thinking about what we can do to save money, or about the impact our actions will have on revenues or sales or profits. When a situation is seen as a legal situation, we may start thinking about the laws or regulations that apply to the situation and ask whether this or that course of action would be legal and what we need to do to comply with the law. And when we see a situation as a family situation, we may start thinking of what a parent or son or daughter or husband should do in this kind of situation. We can use the word “frame” to refer to the way we see a situation—i.e., the type of situation we think we have encountered—and the kind of thinking that should be used to deal with that type of situation. Most situations, of course, will fall within several frames. A business situation can also be a personal one, and a legal situation can also involve family.
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**Four Steps Leading to Ethical Behavior**

- Recognizing a situation is an ethical situation
- Judging what the ethical course of action is
- Deciding to do the ethical course of action
- Carrying out the decision
Besides business, legal, and personal frames, we also apply moral or ethical frames to situations. When we “frame” a situation as a moral or ethical situation, we recognize it as one that raises ethical questions or issues and we start thinking about it in moral ways, i.e., we start using moral reasoning and moral standards to deal with it. Situations that we correctly frame as “ethical” will ordinarily also fall within some other frame, such as a legal or business frame; that is, a legal or business situation can also be an ethical one. What are the features of situations that lead us to frame them as ethical situations? Some psychologists have argued that there are six criteria that we can and do use to decide whether to frame a situation as an ethical situation calling for ethical reasoning. Simplified somewhat, the six criteria are:

1. Does the situation involve the infliction of serious harm on one or more people?
2. Is the harm concentrated on its victims so that each victim will, or already has, sustained a significant amount of harm?
3. Is it likely that the harm will occur (or has actually occurred)?
4. Are the victims proximate, i.e., close or accessible to us?
5. Will the harm occur fairly soon (or has it already occurred)?
6. Is there a possibility the infliction of harm violates the moral standards we or most people accept?

The more of these questions that we answer affirmatively, the more “important” the situation will be for us, and the more likely we will frame it as an ethical situation calling for ethical reasoning. Notice that we can use these criteria to determine whether or not we should frame a situation as an ethical one. That is, we can deliberately use these six questions to determine whether the situation before us is one we should be treating as an ethical situation. The more of these questions that we answer affirmatively the more likely that we should frame the situation as ethical. We can sharpen our ability to recognize ethical situations, then, by training ourselves to pay moral attention when we see situations that involve harm that is concentrated, likely, proximate, imminent, and that possibly violates our moral standards.

While there are ways of improving our ability to recognize whether a situation requires ethical thinking, there are also a number of impediments that can get in the way—or that we can put in the way—of recognizing an ethical situation. Albert Bandura identified six forms of “moral disengagement,” for example, that can prevent us (or that we can deliberately use to prevent ourselves) from recognizing or becoming aware that a situation is an ethical one. The main forms of moral disengagement that function as impediments to framing a situation as an ethical one are:

**Euphemistic Labeling** We can use euphemisms to change or veil the way we see a situation we have encountered. Instead of thinking about the fact that we are firing people, for example, we try to think of what we are doing as “downsizing,” “rightsizing,” or “outsourcing.” The U.S. military refers to the killing of civilians as “collateral damage.” Politicians have referred to torture as “enhanced interrogation techniques,” and to lies as “misstatements,” “technically inaccurate statements,” or “less than precise words.” By using such euphemisms, we change how we see the situation and instead of framing it as an ethical situation, we frame it to ourselves as only a business, a military, or a political one.

**Rationalizing Our Actions** We can tell ourselves that the harm we intend is justified because we are pursuing a worthy and moral cause, so we do not need to look at our actions through an ethical frame. When a terrorist is planning to plant a bomb
that will kill innocent civilians, for example, he or she might see himself or herself as a courageous fighter against a brutal oppressor. Therefore, the terrorist feels that what he or she plans to do is justified and does not have to frame his or her actions as needing ethical evaluation. Rationalization can also take place after we have inflicted an injury on others. When rationalization is used after an injury has been inflicted, it is usually part of an attempt to escape responsibility for the injury. We will look at such uses of rationalization below when we discuss the nature of moral responsibility.

**Diminishing Comparisons** By seeing a situation in the context of other larger evils, we can diminish the magnitude of our own wrongdoing and make the harms that we inflict appear minor or inconsequential. For example, when we see the losses our company inflicted on customers, we may think “Well, it’s not as bad as what that other company did.” Or we may steal office supplies while thinking, “This is minor in comparison to what the company has done to me.” Such comparisons allow us to see the harms we inflict as so small they do not need to be seen through an ethical frame.

**Displacement of Responsibility** When we do our jobs in a way that harms others, we can see the harm as inflicted by whoever told us to do it and thereby, we mentally remove ourselves from the chain of actors responsible for the harm. For example, if I learn that customers are being badly injured by a product I help manufacture, I can tell myself that my bosses are the ones who are responsible for the injuries because they ordered me to do what I did, and so I am not involved in these harms. I then do not have to put a moral frame on my own actions since “I wasn’t really involved in injuring our customers.”

**Diffusion of Responsibility** I can obscure my involvement in activities that harm someone by seeing myself as playing only a small role in a large group that is responsible for the harm. For instance, if I am a member of an engineering team that designed a product that harmed buyers, then I may tell myself it was really the team that produced the injury and I had only a minor or negligible role in what happened. Again, I do not have to apply an ethical frame to my own actions since “I was just one person out of a lot of people, so I wasn’t very involved in the situation.”

**Disregarding or Distorting the Harm** We can deny, disregard, or distort the harm that our actions produced. I can choose to believe, for example, that “There’s really no good evidence that anyone was hurt.” Or I can discredit the evidence by thinking, “You can’t believe the victims since they probably exaggerated their injuries so they could sue us for a lot of money.” If we convince ourselves that there is no real harm involved, then we do not have to frame our actions as needing ethical scrutiny.

**Dehumanizing the Victim** We can think of the victims we injure as not real or not full human beings with human feelings and concerns so that we can avoid seeing we are harming real people. During wars countries often dehumanize their “enemies,” by putting nonhuman labels on them so they do not have to think about their actions through an ethical frame. Before Hitler and the German Nazis murdered six million Jews, they labeled them “parasites,” “an infestation,” and “a disease.” When a bank in Berkeley, California wanted to construct a building on an empty lot that was occupied by homeless people living in tents, it began calling them “squatters,” and “vagrants.” Instead of thinking of the employees we are firing as human beings, we may think of them as “human resources.”
Redirecting Blame  We can blame what we have done on our adversary or on the circumstances so that we see ourselves as innocent victims provoked by others or by the circumstances. When a worker complains to the human resources department that his manager is harassing other workers, the manager may get angry and retaliate against the worker by firing him while thinking that the worker “deserved it” for being disloyal, or that the worker “started it” and as a manager he was “forced” to fire him to establish his authority.

These six forms of moral disengagement are obstacles that, without our knowledge, can prevent us from framing the situation we are in as an ethical situation and thereby, keep us from thinking about it in moral or ethical terms. But we can also deliberately use these forms of moral disengagement to avoid framing a situation as an ethical situation when we more or less unconsciously suspect that seeing it in ethical terms will force us to admit that we are doing something wrong. As I am sure you have already realized, all of these forms of disengagement are common occurrences in our ordinary daily human life, and they are just as common in business where they are invoked by employees, especially when their company is discovered to be engaged in unethical behavior. Hopefully, being aware of these obstacles will help you avoid them in your own future work life.

The Second Step toward Ethical Behavior: Making a Judgment about the Ethical Course of Action  As we saw earlier, before we judge a situation we should try to gather information about it that is accurate, relevant, and complete. Our attempts to gather such information, however, can be affected by biases that prevent us from getting the information we need. A bias is an assumption that distorts our beliefs, perceptions, and understanding of a situation. Several forms of bias have been studied, and these are usually put into three groups: biased theories about the world, biased theories about other people, and biased theories about ourselves.83

Biased Theories about the World  Theories about the world refer to the beliefs we have about how the world works, the causes that make things happen, and how our actions affect the world. The world presents us with such a flood of complicated information that we cannot think about it unless we somehow simplify it. One way we simplify is by limiting the amount of information we allow ourselves to think about. When we are thinking about the consequences of our actions, however, these limits can create biases. In particular: we tend to ignore low-probability consequences; we discount the role of chance and err in assessing the risks attached to our actions; we do not consider all of the stakeholders our actions will impact; we ignore the possibility that the public will find out what we did; we discount consequences relatively far in the future; and we do not take into account the indirect effects of our actions. These biases can lead us to ignore critically important information about the ethical situations we face. For example, on April 20, 2010 a British Petroleum (BP) oil-well platform in the Gulf of Mexico blew up, killing 11 workers and releasing millions of gallons of oil into the Gulf where it created an environmental disaster. British Petroleum had installed a “blowout preventer” but by chance the preventer failed, a low probability consequence that BP did not prepare for.84 BP had a history of ignoring how its actions might affect the natural environment and had not seen that it would be subjected to intense public scrutiny as a result of a blowout since most blowouts are relatively minor and ignored by the press.85 A government report on an earlier BP oil rig explosion in Texas stated that although “warning signs of a possible disaster were present,” the company had not tried to prevent the possibility of such a future event. And because of a single-minded focus on cost-cutting and “a false sense of confidence,” the company had not made needed investments on safety processes. Because
of its many indirect effects, the 2010 Gulf oil spill ended up having a devastating and long-lasting impact on the economy of all Gulf states and on the Gulf environment. Thus, the 2010 Gulf oil spill illustrates all of the biases above. BP failed to prepare for the low probability event of a major blowout; it did not take chance into account, consider all the potential stakeholders, consider how the press might publicize its history of unethical behavior, discounted what might happen in the future so it could invest more in its present activities, and didn’t think about all the indirect effects its actions might have. If the company had taken these pieces of information into account when deciding what kind of safety precautions it should invest in, the blowout might never have happened.

**Biased Theories about Others**  
Biased theories about others include the beliefs we have about how “we” differ from “them” or what the members of certain groups are like. *Ethnocentrism* refers to one important class of such beliefs. Ethnocentrism refers to the belief that what our nation, group, or culture (“we”) does, seems normal, ordinary, and good, while what others (“they”) do, seems foreign, strange, and less good. “Our” way is superior while “their” way is inferior. Such beliefs lead to unintentional discrimination. Banks with mostly white mortgage lending agents, for example, tend to reject a larger proportion of non-white loan applicants than white loan applicants. Even after taking into account differences in income, employment, and credit history, etc., the difference in rejection rates remains. When this is pointed out, lending agents vigorously deny that they are intentionally discriminating. Their denial is probably an honest one because the differences are likely due to an unconscious bias that leads them to unintentionally favor white people like themselves over non-whites who are “different.”

Stereotypes are beliefs that work like ethnocentric beliefs but they are beliefs we can have about the members of any group, not just groups that are culturally or ethnically different from ours. Stereotypes are fixed beliefs we have about what “all” or “most” members of various groups are like, such as people of a certain nationality, or a certain gender, or race, or religion, or occupation. Stereotypes can also lead to unfair, false, and possibly illegal decisions about people. Stereotypes, for example, can lead us to unconsciously and wrongly think that men are more effective leaders than women, that blacks are all good at sports, that Asians always study hard, that Mexicans are lazy, that gays are effeminate, that all Muslims support terrorism, that women are better nurses than men, etc. Stereotypes can result in unethical decisions regarding promotions, hiring, firing, salaries, job placement, and other decisions that depend on our judgments of people.

**Biased Theories about Oneself**  
Perhaps not surprisingly, research has shown that our own views of ourselves tend to be flawed. We generally—and unrealistically—believe we are more capable, insightful, courteous, honest, ethical, and fair than others, and are overconfident about our ability to control random events. We tend to believe that we deserve any rewards, bonuses, or pay-increases that we receive for the work we do, in part because we believe that we contribute more to the organization’s successes than others who hold similar positions. We tend to be overly optimistic about our future because we overestimate the likelihood that we will experience good events, while underestimating the likelihood that we will be the ones who experience bad events. For example, people believe that they are less likely than others to experience divorce, alcoholism, or a serious auto injury. Because they believe they are immune to risks, managers sometimes commit their organization to risky courses of action. British Petroleum’s managers, for example, decided to take the risk of not investing in safety measures, thereby committing the company to a course that led to the
disastrous 2010 Gulf oil spill. They had, perhaps, a false confidence that matters could not go wrong when they were in charge.

We tend to be overly confident also about what we think we know. For example, in a series of psychology experiments in which people were asked to answer simple factual questions (like “Which city is farther north, Rome or New York?”), people regularly overestimated the probability that their answers were correct. We also tend to overestimate our ability to be objective when making judgments about a transaction between our employer and ourselves (or someone close to us). Suppose that I am the purchasing agent for my company and I am supposed to choose the supplier that can sell us the highest quality materials, but one of the suppliers is a company my spouse owns. Most of us would say that we can be objective although one of the suppliers we are evaluating is owned by one’s spouse. Yet studies show that no matter how confident people are about their ability to remain objective, in reality their judgments are almost always biased toward their own interests or the interests of people close to them.86

There are, then, a number of biases about ourselves, about others, and about the world around us that lead us to mistaken beliefs about the situations we encounter. If we are not aware of, and alert to, the influence of such biases, we may think that we are basing our decisions on solid information when, in fact, we are basing our judgments on distortions or falsehoods. And, perhaps even worse, these biases may make us confident that we are right when in fact we are completely wrong.

The Third Step toward Ethical Behavior: Deciding to Do What Is Right Even after I determine what the morally right and morally wrong course of action should be in a given situation, there is no guarantee that I will decide to do what is right. People often decide on unethical behavior even though they realize it is unethical, or they fail to commit to what is ethical although they know it is the ethical course of action. That is, in fact, the essential nature of evil: knowing something is wrong but deciding to do it anyway. There are a number of factors that influence whether we decide to do what we know is right, or decide instead to do what we know is wrong.

People’s decisions to do what is ethical are greatly influenced by their surroundings, particularly by their organizational surroundings such as the “ethical climate” and the “ethical culture” of the organization.87 Ethical climate refers to the beliefs an organization’s members have about how they are expected to behave. In organizations with “egoistic” climates, employees feel they are expected to be self-seeking and so they are; while in organizations with “benevolent” climates, employees feel they are expected to do what is best for various stakeholders such as employees, customers, suppliers, and the community. Not surprisingly, members of organizations with “egoistic” climates find it harder to make ethical decisions about what they know is right, than do members in organizations with benevolent climates.

Ethical culture refers to the kind of behavior an organization encourages or discourages by repeated use of examples of appropriate behavior, incentives for ethical behavior, clear rules and ethics policies, rewards for exemplary conduct, stories of notable ethical actions, etc. While ethical climate refers to employee beliefs about an organization, ethical culture refers to the ways an organization encourages some behaviors and discourages others. The culture of some organizations encourage and reward only business objectives with no attention to ethics while the cultures of other organizations encourage and reward ethical behavior and not just bottom-line results. Organizations with a strong ethical culture make it easier for us to decide to do what is right, while those with strong business cultures can make it harder to decide to do what is right.
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Organizations can also generate a form of “moral seduction” that can exert subtle pressures that can gradually lead an ethical person into decisions to do what he or she knows is wrong. A team of psychologists found, for example, that:

Moral seduction occurs one step at a time. For example, in one year, an auditor might decline to demand that the client change an accounting practice that is at the edge of permissibility. The next year, the auditor may feel the need to justify the previous year’s decision and may turn a blind eye when the client pushes past the edge of permissibility. The following year, the auditor might endorse accounting that clearly violates GAAP rules in order to avoid admitting the errors of the past two years and in the hope that the client will fix the problem before the next year’s audit. By the fourth year, the auditor and client will both be actively engaged in a cover-up to hide their past practices.88

An organization that accepts unethical practices, then, can draw a new, young, and perhaps idealistic person into gradually accepting unethical practices that earlier the person might have rejected out-of-hand because the person knew that they were clearly unethical. The person first may be asked to do something that is only slightly questionable, perhaps as a favor or to be a “team player.” Then the person may be asked to go along with something just slightly more serious, until step by step the person finally finds himself deeply involved in the unethical practices of the organization, and so compromised by his past actions that the person feels that he has to continue his involvement. Ethical seduction can lead a person to decide to do what in his heart the person knows is unethical and should not be done.

The Fourth Step toward Ethical Behavior: Carrying Out One’s Decision  Good intentions do not always result in good behavior because we often fail to do what we intended to do. I may be genuinely committed to doing what is right, but when the time comes to act, I may lack the determination to do what I intended. What factors influence whether a person acts on the moral decisions he or she has made?

First, there is the personal or individual factor that the Greek philosopher Aristotle called “weakness of will” and its opposite, “strength of will.”89 Strength of will refers to our ability to regulate our actions so that we resolutely do what we know is right even when powerful emotions, desires, or social pressures urge us not to. Weakness of will refers to the inability (or low ability) to regulate our actions so that we fail to do what we know is right when emotions, desires, or external pressures tempt us. Some psychologists refer to this ability as “ego strength”: the ability to be resistant to impulses and to follow one’s own convictions. Some people have a high level of ego strength, while others have low levels. Aristotle argued that a person develops weakness of will by repeatedly giving in to the temptation to overindulge one’s appetites and emotions; while by repeatedly resisting the temptation to overindulge one’s appetites and emotions a person develops strength of will.90

A second important factor that affects whether a person will decide to do what the person judges is wrong is their belief about their locus of control. Locus of control refers to whether a person believes that what happens to him or her is primarily within his or her control, or instead believes that what happens to him or her is primarily the result of external forces such as other powerful people, or luck, or circumstances. People who believe they are in control of their own lives tend to have better control of their behavior and are more likely to do what they believe is right, whereas those who believe that what happens to them is not in their control, but is determined by external forces, are more often swayed by external forces to do what they do not think is right. In short, if you believe you are in control of your life, you will acquire greater
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control of your life and increase your ability to do what you think is right. But if you believe you are not in control of your life, the belief itself can lead you to relinquish the control you do have.

A third important factor that can keep a person from doing what he or she knows is right is the person’s willingness to obey authority figures. Studies in social psychology have demonstrated that many people willingly obey authority figures even when they believe or suspect they are doing something wrong. For example, several years ago the psychologist Stanley Milgram tested subjects to see how far they would go when an authority figure ordered them to give another person increasingly severe electric shocks from an electric “shock machine.” He found that if the authority figure—in this case the experimenter—said things like: “It is absolutely essential that you continue,” or “You have no choice, you must go on,” or “The responsibility is mine, please go on,” about two-thirds of his subjects obeyed and continued increasing the voltage of the shocks they were giving the other person, up to and beyond the level they felt could seriously harm or even kill the person. Unknown to the subjects, the electric “shock machine” was not real and the person they were “shocking” was an actor. When questioned afterwards, his subjects almost all admitted that they felt or suspected that what they were being asked to do was wrong, but they nevertheless felt they had to obey the experimenter since he was the person in charge. The experiment showed, Milgram said, that most ordinary people would follow orders even when asked to do what they believed was wrong—even kill a person. In light of the Milgram experiments, it is easy to see that in business organizations, many people are likely to feel they “have to” go along with what managers ask them to do, even when they believe it is morally wrong.

There are several impediments, then, that can trip up a person even at the fourth and final stage of the road to ethical behavior: i.e., the stage of actually carrying out a decision to do what is right. Three such impediments are people’s weakness of will, their views about whether they are in control of what happens to them, and their willingness to obey authority figures. There are other impediments to doing what we have decided is right but that we can here only mention: pressures our peers put on us to do what we know is wrong, fears of the personal costs of doing what we know is right, and limited self-control or limited impulse-control.

Impediments, then, can hamper any of the four processes that should lead up to ethical behavior: recognizing an ethical issue, making a judgment about the right thing to do, deciding to do what we judge to be right, and carrying out our decision. We have described these impediments so that armed with the knowledge of what they are and how they can impede you, you will be better equipped to overcome them.

### 4 Moral Responsibility and Blame

So far our discussion has focused on judgments about right and wrong, and good and evil. Moral reasoning, however, is sometimes directed at a different kind of judgment: determining whether a person is morally responsible for an injury or for a wrong. A judgment about a person’s moral responsibility for wrongdoing is a judgment that the person acted intentionally and so should be blamed or punished, or should pay restitution.

The kind of moral responsibility we are discussing here should not be confused with a second but distinct form of “moral responsibility.” The term moral responsibility is sometimes used to mean “moral duty” or “moral obligation.” For example, when we say, “Vandiver had a moral responsibility not to lie,” we are using the words “moral responsibility” to mean “moral obligation.” This is not the kind of moral responsibility that we are talking about here. The kind of moral responsibility we are
Getting clear about what moral responsibility (i.e., being to blame) involves is important for several reasons. First, and most importantly, determining who is morally responsible for a wrong allows us to identify who should fix the wrong. If, for example, you are morally responsible for harming your neighbor, then you are the one who should compensate your neighbor for his or her losses, at least to the extent that those losses can be compensated. Second, determining whether or not someone is really morally responsible for, say, breaking a law or a rule, allows us to ensure that we do not mistakenly punish, penalize, or blame an innocent person. Most businesses, for example, have rules against “conflicts of interest” and employees sometimes break these rules without realizing what they were doing. It would be a mistake to punish such employees if they really were not morally responsible for what they did. Third, determining whether you are or are not morally responsible for someone’s injury helps to ensure that you do not end up feeling shame or guilt when you should not be feeling these emotions. For example, if you inflict a bad injury on a fellow worker while operating a machine, you will probably feel pretty bad about what happened. But whether you should feel guilty or ashamed depends on whether you are morally responsible for what happened for if, say, the injury was an accident then you are not morally responsible and so are not guilty. And fourth, knowing exactly what moral responsibility is may help keep us from wrongly trying to rationalize our conduct. When a person realizes that her actions resulted in serious injuries to others, she may not want to accept her responsibility for what she did. In such situations, we sometimes try to escape responsibility for our actions by coming up with rationalizations that we use to deceive ourselves, as well as others. Hopefully, being clear about what moral responsibility involves will help us see our own responsibility more clearly and help us avoid rationalizations and self-deception.

People are not always morally responsible for the injuries they inflict on others. A person, for example, who injures someone by accident is “excused” from any blame. So when is a person morally responsible—or to blame—for an injury? We can summarize the traditional view in this way: A person is morally responsible for an injury when the person caused the injury and did so knowingly and of his or her own free will. But this characterization ignores the fact that people are sometimes responsible for injuries which they did not cause, but which they could and should have prevented. That is, they are morally responsible for their omissions when they had a duty to act. So a more accurate—but more complicated—way of characterizing moral responsibility is the following:

A person is morally responsible for an injury or a wrong if:

1. the person caused or helped cause it, or failed to prevent it when he or she could have and should have; and
2. the person did so knowing what he or she was doing; and
3. the person did so of his or her own free will.

For shorthand purposes, we will refer to the three elements of moral responsibility as the requirements of: (1) causality, (2) knowledge, and (3) freedom. This means the absence of any of these three elements will completely eliminate a person’s responsibility for an injury and so will fully “excuse” a person from any blame for the injury. Several manufacturers of asbestos, for example, were recently judged
responsible for the lung diseases suffered by some of their workers. The judgment was based in part on the finding that the manufacturers should have warned their workers of the known dangers of working with asbestos, yet they knowingly failed to perform this duty, and the lung diseases were a foreseen result of their failure to warn. In their defense, some asbestos manufacturers denied the *causality* requirement when they claimed that the lung injuries suffered by their workers were not caused by working with asbestos, but by smoking. Other manufacturers denied the *knowledge* requirement by claiming that they did not know that conditions in their plants would cause lung cancer in their workers. And yet others denied the *freedom* requirement by saying that they were not free to prevent the injuries because they had tried to get their workers to wear protective masks, but the workers refused. Thus, the workers were injured because of circumstances that the manufacturers could not change. Most courts did not accept these claims. But the point here is that if any of these claims were true, then the manufacturers could not be morally responsible for the lung diseases of their workers.

It is important to understand these three conditions well enough to be able to judge on your own whether a party (you or someone else) was morally responsible for something. Let us begin by examining the first requirement for moral responsibility: The person must either cause the injury or wrong or else must fail to prevent it when he or she could and should have done so. In many cases, it is easy to determine whether a person's actions “caused” an injury or a wrong (such actions are “commissions”). But this is not so easy when a party does not cause an injury but merely fails to prevent it (such failures are “omissions”). For example, Nike, the athletic shoe company, was, for a long time, at the center of a controversy over its responsibility for the mistreatment of the workers who make its shoes. Nike does not actually manufacture any of the athletic shoes it sells. Instead, Nike designs its shoes in Seattle, Washington, and then pays other companies in developing countries to make the shoes according to its designs. It was these foreign supplier companies (in China, Indonesia, India, etc.) that directly mistreated and exploited their workers. Nike claimed that it was not morally responsible for this mistreatment because the suppliers caused the injuries, not Nike. Critics have responded that although it is true that Nike did not directly cause the injuries, nevertheless the company could have prevented those injuries by forcing its suppliers to treat their workers humanely. If it is true that Nike had the power to prevent the injuries, and should have done so, then the company met the first condition for moral responsibility. But if Nike was truly powerless to prevent these injuries—if Nike truly had no control over the actions of its suppliers—then it did not meet the first condition and so was not morally responsible for the way the workers were being treated.

Notice that the first condition says that people are morally responsible for an injury when they failed to prevent it, *only if* they “should have” prevented it. This qualification is necessary because people cannot be held morally responsible for all the injuries they know about and fail to prevent. Each of us is not morally responsible, for example, for failing to save all the members of all the starving groups in the world that we learn about by reading the newspapers, even if we could have saved some of them. If we were morally responsible for all these deaths, then we would all be murderers many times over and this seems wrong. Instead, we must say that a person is responsible for failing to prevent an injury only when, for some reason, the person had an obligation to prevent that particular injury. Such an obligation generally requires some sort of special relationship to the injury or the injured party. For example, if I know that I am the only person near enough to save a drowning child, and I can do so easily, then my special physical relationship to the child creates an obligation for me to save the child. Therefore, I’m morally responsible for the child’s death if I fail to prevent it. Or if I am a police officer on duty and see a crime that I

---
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can prevent, then, because it is specifically my job to prevent such crimes, I have an obligation to prevent this crime and am morally responsible if I fail to do so. Employers, likewise, have a special obligation to prevent work injuries from being inflicted on their employees and so are morally responsible for any foreseen work injuries they could have prevented.

The second requirement for moral responsibility is this: The person must know what he or she is doing. This means that if a person is ignorant of the fact that his or her actions will injure someone else, then he or she cannot be morally responsible for that injury. Ignorance, however, does not always excuse a person. One exception is when a person deliberately stays ignorant of a certain matter to escape responsibility. For example, if Nike managers told their suppliers that they did not want to know what was going on in their factories, they would still be morally responsible for whatever mistreatment went on that they could have prevented. A second exception is when a person negligently fails to take the necessary steps to find out about something he or she knows is important. A manager in an asbestos company, for example, who has reason to suspect that asbestos may be dangerous, but who fails to become informed on the matter out of laziness, cannot later plead ignorance as an excuse.

There are two kinds of ignorance. A person can be ignorant of either the relevant facts or the relevant moral standards. For example, I may be sure that bribery is wrong (a moral standard) but do not realize that by tipping a customs official I am actually bribing him or her into canceling the import fees I owe (a fact). Or I might be genuinely ignorant that bribing government officials is wrong (a moral standard), but know that by tipping the customs official, I am bribing him or her into reducing the fees I owe (a fact).

Ignorance of fact eliminates moral responsibility because a person cannot be responsible for something which he or she cannot control. Because people cannot control matters of which they are ignorant, they are not moral responsible for such matters. Negligently or deliberately created ignorance is an exception to this principle because such ignorance can be controlled. Insofar as we can control the extent of our ignorance, we become morally responsible for it and, therefore, also for its injurious consequences. Ignorance of the relevant moral standards generally also removes responsibility because a person is not responsible for failing to meet obligations of whose existence he or she is genuinely ignorant. However, to the extent that our ignorance of moral standards is the result of freely choosing not to figure out what these standards are, we are responsible for our ignorance and for its wrongful or injurious consequences.

The third requirement for moral responsibility is that the person must act of his or her own free will. A person acts of his or her own free will when the person acts deliberately or purposefully and is not forced to act by some uncontrollable mental impulse or external force. In other words, a person acts of his or her own free will when he or she chooses to do something for a reason or a purpose and is not forced to do it by some internal or external force over which he or she has no control. A person is not morally responsible, for example, if he or she causes an injury because he or she lacked the power, skill, opportunity, or resources to prevent the injury. Nor is a person morally responsible when he or she is physically forced to do something that injures another person or when a person’s mind is psychologically impaired in a way that prevents him or her from controlling his or her actions. An employee, for example, may injure a fellow worker when a machine he thought he knew how to operate, suddenly swings out of his control. A manager working under extremely stressful circumstances may be so tense that one day she is overcome by rage at a subordinate and genuinely is unable to control her actions toward that subordinate. An engineer who is part of a larger operating committee may be unable to prevent the other committee
members from making a decision that the engineer feels will result in injury to other parties. In all these cases, the person is not morally responsible for the wrong or the injury because the person either did not choose the action deliberately or purposefully or was forced to act as he or she did. Mental impairments or external forces eliminate a person’s responsibility because, again, a person cannot have any moral responsibility for something over which the person had no control.

Although the absence of any of the three requirements (causality, knowledge, and freedom) will completely remove a person’s moral responsibility for a wrong, there are also several “mitigating factors” that can lessen a person’s moral responsibility depending on the severity of the wrong. Mitigating factors include: (a) circumstances that minimize but do not completely remove a person’s involvement in an act (these affect the degree to which the person caused the wrongful injury), (b) circumstances that leave a person somewhat uncertain about what he or she is doing (these affect the person’s knowledge), and (c) circumstances that make it difficult but not impossible for the person to avoid doing what he or she did (these affect the extent to which the person acted freely). The extent to which these three factors lessen a person’s responsibility for an injury depends on a fourth factor: (d) the seriousness of the wrong. To clarify these, we will next discuss each of them in turn.

First, a person’s responsibility can be mitigated by circumstances that diminish the person’s contribution to the act that caused or brought about an injury. An engineer may contribute to an unsafe product, for example, by knowingly drawing up an unsafe design and so fully contributes to the act that causes future injuries. In contrast, the engineer may know about the unsafe features in somebody else’s design, but he or she passively stands by without doing anything about it because “that’s not my job.” In such a case, the engineer makes less of a contribution to causing any future injuries. In general, the less one’s actual actions contribute to the outcome of an act, the less one is morally responsible for that outcome (depending, however, on how serious the wrong is). However, if a person is specifically assigned the duty to report or prevent certain wrongdoings, then that person is morally responsible for acts he or she does not try to prevent, even if the person makes no other contribution to the act. An accountant, for example, who was hired to report fraudulent activity cannot plead diminished responsibility for a fraud he or she discovers but does not report, even if the accountant pleads that he or she did not carry out the fraudulent act. In such cases where a person has a special (specifically assigned) duty to prevent an injury, freely and knowingly failing to try to prevent it is wrong. One is responsible for the act (along with the other guilty party or parties) if one should and could have prevented it but did not.

Second, circumstances can produce uncertainty about a variety of matters. A person may be fairly convinced that doing something is wrong yet may still be doubtful about some important facts, or may have doubts about the moral standards involved, or doubts about how seriously wrong the action is. For example, an office worker who is asked to carry proprietary information to a competitor might feel fairly sure that doing so is wrong, yet may also have some genuine uncertainty about how serious the matter is. Such uncertainties can lessen a person’s moral responsibility for a wrongful act.

Third, a person may find it difficult to avoid a certain course of action because he or she is subjected to threats or duress of some sort or because avoiding that course of action will impose heavy costs on the person. A middle manager, for example, might be pressured or even threatened by his or her superior who orders the manager to keep workplace hazards secret from workers, although it is clearly unethical to do so. If the pressures on a manager are so great that it is extremely difficult for him or her to disobey, then the manager’s responsibility is correspondingly diminished. Although the manager is to blame for the wrong, his or her blame is mitigated.
Fourth, the extent to which these three mitigating circumstances can diminish a person’s responsibility for a wrongful injury depends on how serious the wrong was. For example, if doing something is very seriously wrong, then even heavy pressures and minimal contribution may not substantially reduce a person’s responsibility for the act. If my employer, for example, threatens to fire me unless I sell a defective product that I know will kill someone, it would be wrong for me to obey him or her even though loss of a job will impose a heavy cost on me. However, if only a relatively minor matter is involved, then the threat of being fired can mitigate my responsibility. When determining your moral responsibility for a wrongful act, therefore, you have to judge your uncertainties, the difficulty of avoiding or preventing the act, and your level of contribution, and then weigh these three against how serious the wrong is. Judgments like these are often extremely difficult to make.

It may be helpful to summarize here the essential points of this somewhat long and complicated discussion of moral responsibility. First, an individual is morally responsible for an injury when (1) the person caused the injury or failed to prevent it when he or she could and should have done so, (2) the person knew what he or she was doing, and (3) the person acted of his or her own free will. Second, moral responsibility is completely eliminated (excused) by the absence of any of these three elements. Third, moral responsibility for a wrong or an injury is mitigated by (a) minimal contribution (although minimal contribution does not mitigate if you have a specific duty to prevent the wrong), (b) uncertainty, and (c) difficulty. But the extent to which these three factors lessen your responsibility depends on (d) how serious the wrong is: the more serious the wrong, the less these three factors mitigate.

Critics have contested whether all of the mitigating factors we have discussed above really affect a person’s responsibility. Some have claimed that evil may never be done no matter what personal pressures are exerted on a person. Other critics have claimed that I am as responsible when I refrain from stopping a wrong as I am when I perform the wrong myself because passively allowing something to happen is morally no different from actively causing it to happen. If these critics are correct, then mere passive involvement in something does not mitigate moral responsibility. Although neither of these criticisms seems correct, you should make up your own mind on the matter.

When we are accused of being responsible for some wrongdoing, either by others or by ourselves, we often resort to rationalization. Our hope is that the rationalization somehow excuses what we have done, i.e., that it eliminates or diminishes our responsibility. But unlike the factors we have discussed above (causality, knowledge, and freedom), many rationalizations do not affect responsibility for wrongdoing. Here, for example, are some popular rationalizations that we ourselves may use: “Everybody does it!” “There’s no rule against it!” “If I didn’t do it, somebody else would.” “The company owed it to me!” “There are worse things!” “I was just following orders.” “My boss made me do it!” “That’s not my job!” “They had it coming to them!” “People like that deserve what they get.” Some of these rationalizations, in special circumstances, may justify an injury we inflicted. But for the most part, they are inadequate attempts to escape responsibility that, in reality, is ours.

**Responsibility for Cooperating with Evil**

Within the modern corporation, responsibility for a corporate act is often distributed among many cooperating parties. Corporate acts normally are brought about by the actions or omissions of many different people all cooperating together so that their linked actions and omissions jointly produce the corporate act. For example, each
member of an executive committee may knowingly vote to do something fraudulent and their resulting vote may license a corporate activity that defrauds stockholders; one team of managers designs a car, another team tests it, and a third team builds it; a manager orders something illegal and employees carry out those orders; one group knowingly defrauds buyers and another group silently enjoys the resulting profits; one person supplies the means and another person carries out the act; one group does the wrong and another group conceals it. The possible variations on cooperation in evil are endless.

Who is morally responsible for such jointly produced acts when the acts themselves are evil? The traditional view is that each person who knowingly and freely cooperates to produce a corporate act is morally responsible for the act.\textsuperscript{99} In this view, situations in which a person needs the help of others to bring about a wrongful corporate act are no different in principle from situations in which a person needs some tool or instrument to commit a wrong. For example, if I want to shoot a person I have to rely on my gun to go off, just as if I want to defraud my company, I may have to rely on others to do their part. In both cases, if I knowingly and freely bring about the wrong, even though I rely on other things or people, I am fully morally responsible for the wrongs I inflict, even though this responsibility is shared with others.

Critics of this traditional view of the individual’s responsibility for corporate acts have claimed that when the members of an organized group such as a corporation act together, their corporate act should be attributed to the group and, consequently, the corporate group and not the individuals who make up the group, must be held responsible for the act.\textsuperscript{100} For example, we normally credit the manufacture of a defective car to the corporation that made it and not to the individual engineers involved in its manufacture. The law typically attributes the acts of a corporation’s managers to the corporation (so long as the managers act within their authority) and not to the managers as individuals. Traditionalists, however, can reply that, although we sometimes attribute acts to corporate groups, this linguistic and legal fact does not change the moral reality behind all corporate acts: Individuals had to carry out the particular actions that brought about the corporate act. Because individuals are morally responsible for the known and intended consequences of their free actions, any individual who knowingly and freely joins his or her actions together with those of others, intending thereby to bring about a certain corporate act, will be morally responsible for that act.\textsuperscript{101}

People sometimes claim, however, that when a subordinate acts on the orders of a legitimate superior, the subordinate is absolved of responsibility for that act. Only the superior is morally responsible for the wrongful act although the subordinate was the one who carried it out. The loyal agent’s argument which we discussed above was based on this very same claim: the argument says that if an employee loyally does what the company ordered him or her to do, then it is the company, not the employee, who should be held responsible. Several years ago, for example, the managers of a company that made computer parts ordered their employees to write a government report that falsely stated that the computer parts the company sold to the government had been tested for defects when in fact they had not.\textsuperscript{102} Some employees objected to falsifying the government reports, but when the managers insisted it was an order and the company wanted it, the employees complied with their orders. When the falsified reports were discovered, the managers argued that employees should not be held morally responsible because they were following orders.

\begin{center}
\textbf{Quick Review 27}

Moral Responsibility is not Removed nor Mitigated by
\begin{itemize}
  \item The cooperation of others
  \item Following orders
\end{itemize}
\end{center}
But the idea that following orders somehow absolves me of any blame for what I do is mistaken. As we have seen, I am responsible for whatever injuries I cause so long as I knew what I was doing and did it of my own free will. Therefore, when I knowingly and of my own free will cause an injury, the fact that I was following orders at the time does not change the reality that I fulfilled the three conditions that qualify me as morally responsible for my actions—causality, knowledge, and freedom—and so I am necessarily morally responsible for the injury. This is not to say that it is always easy to refuse to follow orders. In fact, it is often extremely difficult and can carry great personal costs. And as the Milgram experiment showed, most people are willing to obey the orders of an authority even when they know they are being ordered to do something wrong. Nevertheless, when I know that if I follow an order, I will be cooperating with evil, I must do everything I can to summon the strength and courage to refuse.

Gun Manufacturers and Responsibility

John Allen Muhammad and John Lee Malvo shot and killed 13 people in Alabama, Georgia, Louisiana, Maryland, Virginia, and Washington, D.C. They used a semiautomatic assault rifle manufactured by Bushmaster Firearms, Inc. The two killers bought the rifle from Bull’s Eye Shooter Supply, a gunshop in Tacoma, Washington, although federal law prohibited the shop from selling the gun to either Muhammad, who had a record of domestic battery, or to Malvo, who was a minor. Survivors of the victims have claimed that although Muhammad and Malvo were directly responsible for the deaths of the victims, both Bushmaster Firearms, Inc., and Bull’s Eye Shooter Supply (and their owners) also “should be held responsible.” Audits by the Bureau of Alcohol, Tobacco, and Firearms showed that Bull’s Eye Shooter Supply had “lost” guns (238 in a 3-year period) or “lost” documentation—including its records of the Muhammad–Malvo sale—yet Bushmaster Firearms continued to sell its guns to the shop. Survivors of the victims claimed that Bushmaster Firearms had an obligation not to create an unreasonable risk of foreseeable harm from the distribution of its guns. The company, they claimed, failed to adequately investigate or screen this dealer’s record of weapons handling, failed to adequately monitor and supervise how its dealer was selling its guns, and failed to provide training or incentives for its dealer to comply with gun laws. If Bull’s Eye and Bushmaster had acted as they had an obligation to act, Muhammad and Malvo would have been prevented from obtaining the assault rifle they needed to kill their victims since federal laws prohibited both from buying guns. Bull’s Eye and Bushmaster helped cause the deaths, the wife of a victim claimed, and so “they share the responsibility for my husband’s death and many others.”

1. Are Bull’s Eye and Bushmaster morally responsible for the Washington, D.C. victims’ deaths? Why or why not?
2. Are gun manufacturers or gun dealers ever morally responsible for deaths caused by the use of their guns? Explain.
3. Are manufacturers ever morally responsible for deaths caused by the use of their products? Why or why not?

Questions for Review and Discussion

1. Define the following concepts: moral standards, non-moral standards, ethics, business ethics, normative study, descriptive study, systemic ethical issue, corporate ethical issue, individual ethical issue, corporate social responsibility, stakeholder, stakeholder theory, shareholder theory, globalization, ethical relativism, Integrative Social Contracts Theory, preconventional morality, conventional morality, post-conventional morality, moral reasoning, consistency requirement, framing a situation, euphemistic labeling, rationalizing our actions, diminishing comparisons, displacement of responsibility, diffusion of responsibility, distorting the harm, dehumanizing the victim, biased theory, moral seduction, weakness of will, strength of will, locus of control, moral responsibility, mitigated responsibility.

2. “Ethics has no place in business.” Discuss this statement.

3. In your judgment, did the managers of Merck have a moral obligation to spend the money needed to develop the drug for river blindness? Can you state the general moral standard or standards on which you base your judgment? Are you willing to apply the “consistency requirement” to your moral standard or standards?

4. Read again the account of B. F. Goodrich, Lawson, and Vandivier. Which, if any, of the “obstacles to moral behavior” do you see operating in this B. F. Goodrich situation?

5. “Kohlberg’s views on moral development show that the more morally mature a person becomes, the more likely it is that the person will obey the moral norms of his or her society.” Discuss this statement.

Web Resources

Readers who would like to research the general topic of business ethics on the Internet might want to begin by accessing the following web sites. The web site of Santa Clara University’s Markkula Center for Applied Ethics has outstanding articles and other content plus hundreds of annotated links to other Web resources on ethics at www.scu.edu/ethics. Larry Hinman’s Ethics Updates at the University of San Diego also has a large collection of articles and links to numerous topics in ethics at ethics.sandiego.edu. Still a useful resource for business ethics research on the Web is Sharon Stoeger’s web site which provides links to numerous online business ethics resources at www.web-miner.com/busethics.htm. The Essential Organization provides links to numerous organizations and data resources that deal with corporate social responsibility at www.essential.org. Corporate Watch has information on various companies and issues related to business ethics at www.corpwatch.org as does Resources for Activists at www.betterworldlinks.org/book100.btm, World Watch at www.worldwatch.org; and Mallenbaker’s web site on corporate social responsibility at www.mallenbaker.net/csr.
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Slavery in the Chocolate Industry

Forty-five percent of the chocolate we consume in the United States and in the rest of the world is made from cocoa beans grown and harvested on farms in the Ivory Coast, a small nation on the western coast of Africa. Few realize that a portion of the Ivory Coast cocoa beans that goes into the chocolate we eat was grown and harvested by slave children. The slaves are boys between 12 and 16—but sometimes as young as 9—who are kidnapped from villages in
surrounding nations and sold to the cocoa farmers by traffickers. The farmers whip, beat, and starve the boys to force them to do the hot, difficult work of clearing the fields, harvesting the beans, and drying them in the sun. The boys work from sunrise to sunset. Some are locked in at night in windowless rooms where they sleep on bare wooden planks. Far from home, unsure of their location, unable to speak the language, isolated in rural areas, and threatened with harsh beatings if they try to get away, the boys rarely attempt to escape their nightmare situation. Those who do try are usually caught, severely beaten as an example to others, and then locked in solitary confinement. Every year unknown numbers of these boys die or are killed on the cocoa farms that supply our chocolate.

The plight of the enslaved children was first widely publicized at the turn of the twenty-first century when True Vision, a British television company, took videos of slave boys working on Ivory Coast farms and made a documentary depicting the sufferings of the boys. In September 2000, the documentary was broadcast in Great Britain, the United States, and other parts of the world. The U.S. State Department, in its Year 2001 Human Rights Report, estimated that about 15,000 children from the neighboring nations of Benin, Burkina Faso, Mali, and Togo had been sold into slavery to labor on Ivory Coast farms. The International Labor Organization reported on June 11, 2001 that child slavery was indeed “widespread” in Ivory Coast and a Knight-Ridder newspaper investigation published on June 24, 2001 corroborated the use of slave boys on Ivory Coast cocoa farms. In 2006, The New York Times reported that child slavery continued to be a problem in West Africa. In 2007, BBC News published several stories on the “thousands” of children who were still working as slaves on cocoa farms in Ivory Coast. Fortune Magazine in 2008 reported that slavery in the Ivory Coast was still a continuing problem, and a BBC documentary entitled Chocolate: The Bitter Truth, broadcast on March 24, 2010, a decade after the use of slave boys in the chocolate industry was first revealed, showed young boys were still being used as slaves on the cocoa farms of the Ivory Coast.

Although slavery is illegal in the Ivory Coast, the law is poorly enforced. Open borders, a shortage of law enforcement officers, and the willingness of local officials to accept bribes from people trafficking in slaves, all contribute to the problem. In addition, prices for cocoa beans in global markets have been depressed most years since 1996. As prices declined, the already impoverished cocoa farmers turned to slavery to cut their labor costs. Although prices began to improve during the early years of the twenty-first century, cocoa prices fell again in 2004 and remained low until the summer of 2010 when they again began to rise.

The poverty that motivated many Ivory Coast cocoa farmers to buy children trafficked as slaves was aggravated by other factors besides low cocoa prices. Working on isolated farms, cocoa farmers cannot communicate among themselves nor with the outside world to learn what cocoa is selling for. Consequently they are at the mercy of local middlemen who drive out to the farms, buy the farmers’ cocoa for half of its current market price, and haul it away in their trucks. Unable to afford trucks themselves, the farmers must rely on the middlemen to get their cocoa to market.

Chocolate is a $13 billion industry in the United States which consumes 3.1 billion pounds each year. The names of the four largest U.S. chocolate manufacturers—all of whom use the morally “tainted” cocoa beans from the Ivory Coast in their products—are well known: Hershey Foods Corp. (maker of Hershey’s milk chocolate, Reeses, and Almond Joy), M&M Mars, Inc. (maker of M&Ms, Mars, Twix, Dove, and Milky Ways), Nestlé USA, (maker of Nestlé Crunch, Kit Kat, Baby Ruth, and Butterfingers), and Kraft Foods (which also uses chocolate in its baking and breakfast products). Less well known, but a key part of the industry, are the names of Archer Daniels Midland Co., Barry Callebaut, and Cargill Inc., all of whom serve as middlemen who buy the beans from the Ivory Coast, grind and process them, and then sell the processed cocoa to the chocolate manufacturers.

While all the major chocolate companies used beans from Ivory Coast farms, a portion of which relied on the labor of enslaved children, many smaller companies avoided using chocolate made from Ivory Coast beans and instead turned to using chocolate processed from “untainted” beans grown in other parts of the world. These companies include: Clif Bar, Cloud Nine, Dagoba Organic Chocolate, Denman Island Chocolate, Gardners Candies, Green and Black’s, Kailua Candy Company, Koppers Chocolate, L.A. Burdick Chocolates, Montezuma’s Chocolates, Newman’s Own Organics, Omanhene Cocoa Bean Company, Rapunzel Pure Organics, and The Endangered Species Chocolate Company. Other small companies turned to using fair trade chocolate and organic chocolate because these are made from beans grown on farms that are regularly monitored and so they, too, are made from untainted beans.

That many farmers in the Ivory Coast use slave boys to farm their cocoa beans was already known to American chocolate-makers when media reports first began publicizing the issue. In 2001, the Chocolate Manufacturers Association, a trade group of U.S. chocolate manufacturers (whose members include Hershey, Mars, Nestlé, and others), admitted to newspapers that they had been aware of the use of slave boys on Ivory Coast cocoa farms for some time. Pressured by various antislavery groups, the Chocolate Manufacturers Association stated on June 22, 2001 that it “condemned” “these practices” and agreed to fund a “study” of the situation.
On June 28, 2001, U.S. Representative Eliot Engel sponsored a bill aimed at setting up a labeling system that would inform consumers whether the chocolate they were buying was “slavefree,” i.e., guaranteed not to have been produced by slave children. The measure passed the House of Representatives by a vote of 291 to 115. Before a measure can become law, however, both the House of Representatives and the Senate must approve it. U.S. Senator Tom Harkin therefore prepared to introduce the same bill in the Senate. Before the Senate could consider the bill, the U.S. chocolate industry—led by Mars, Hershey, Kraft Foods and Archer Daniels Midland and with the help of lobbyists Bob Dole and George Mitchell—mounted a major lobbying effort to fight the “slave-free” labeling system. The companies argued that a labeling system would not only hurt their own sales, but in the long run could hurt poor African cocoa farmers by reducing their sales and lowering the price of cocoa which would add to the very pressures that led them to use slave labor in the first place. As a result of the industry’s lobbying, the “slave-free” labeling bill was never approved by the Senate. Nevertheless, Representative Engel and Senator Harkin threatened to introduce a new bill that would prohibit the import of cocoa produced by slave labor, unless the chocolate companies voluntarily eliminated slave labor from their production chains.

On October 1, 2001, the members of the Chocolate Manufacturers Association and the World Cocoa Foundation, caught in the spotlight of media attention, announced that they intended to put in place a system that would eliminate “the worse forms of child labor” including slavery. In spring of 2002, the Chocolate Manufacturers Association and the World Cocoa Foundation as well as the major chocolate producers—Hershey’s, M&M Mars, Nestle, and World’s Finest Chocolate—and the major cocoa processors—Blommer Chocolate, Guittard Chocolate, Barry Callebaut, and Archer Daniels Midland—all signed an agreement to establish a system of certification that would verify and certify that the cocoa beans they used were not produced by the use of child slaves. Known as the “Harkin-Engel Protocol,” the agreement also said the chocolate companies would fund training programs for cocoa bean farmers to educate them about growing techniques while explaining the importance of avoiding the use of slave labor. The members of the Chocolate Manufacturers Association also agreed to “investigate” conditions on the cocoa farms and establish an “international foundation” that could “oversee and sustain efforts” to eliminate child slavery on cocoa farms. In July, 2002, the first survey sponsored by the Chocolate Manufacturers Association concluded that some 200,000 children—not all of them slaves—were working in hazardous conditions on cocoa farms and that most of them did not attend school.

Unfortunately, in 2002, Ivory Coast became embroiled in a civil war that continued until an uneasy peace was established in 2005 and finalized in 2007; rebel forces, however, continued to control the northern half of the country. Reports claimed that much of the money funding the violence of both the government and rebel groups during these years came from sales of cocoa, and that buyers of “blood chocolate” from Ivory Coast were supporting this violence.

The 2005 deadline the major chocolate companies and their associations had set, came, and passed without the promised establishment of a certification system to ensure beans were not being produced by slave children. At this point, the chocolate companies amended the protocol to give themselves more time by extending their own deadline to July, 2008, saying that the certification process had turned out to be more difficult than they thought it would, particularly with the outbreak of a civil war. Although the companies did not establish a certification system while the civil war raged, however, they did manage to secure enough cocoa beans to keep their chocolate factories going at full speed throughout the war.

By early 2008, the companies had still not started work on establishing a certification system or any other method of ensuring that slave labor was not used to produce the cocoa beans they used. The companies issued a new statement in which they extended to 2010 the deadline for complying with their promise to establish a certification system. According to the companies, they had been investing several million dollars a year into a foundation that was working on the problem of child labor. However, an investigative reporter, in an article published in Fortune Magazine on February 15, 2008, found the foundation had only one staff member working in Ivory Coast. The activities of the staff member were limited to giving “sensitization” workshops to local people during which he would explain that child labor is a bad thing. The foundation was also helping a shelter that provided housing and education to homeless street children. The reporter found no signs of work being done on a certification system. By now the monitoring systems used in the fair trade and organic parts of the industry had been functioning for several years, yet the larger companies operating in Ivory Coast seemed unable or uninterested in learning from their example.

The existence of a large and well-organized system for trafficking children from surrounding countries onto Ivory Coast farms was once against demonstrated on June 18, 2009. On that date INTERPOL, the international police organization, carried out a series of raids of several farms believed to harbor slave children and managed to rescue 54 children. Aged between 11 and 16, the children had been working 12 hours a day for no salary; many were regularly beaten and none had received any schooling. In
a public statement, INTERPOL estimated that “hundreds of thousands of children are working illegally in the plantations.”

On September 30, 2010, the Payson Center at Tulane University issued a report on the progress that had been made on the certification system the chocolate industry in 2002 had promised to establish, as well as on the progress the industry had made regarding its promise to eliminate “the worse forms of child labor,” including child slavery, on the farms from which the industry sourced its cocoa. The report was commissioned by the United States Department of Labor who had been asked by Congress to assess progress on the “Harkin-Engel Protocol,” and who gave Tulane University an initial grant of $4.3 million in 2006, and an additional $1.2 million in 2009 to compile the report. According to the report, “Industry is still far from achieving its target to have a sector-wide independently verified certification process fully in place . . . by the end of 2010.” The report found that between 2002—the date of the original agreement—and September 2010, the Industry had managed to contact only about 95 (2.3 percent) of Ivory Coast’s cocoa farming communities, and that to complete its “remediation efforts” it would have to contact an additional 3,655 farm communities. While the Tulane group “confirmed” that forced labor was being used on the cocoa farms, it also found that no industry efforts to “remediate” the use of forced labor “are in place.”

Not surprisingly, the problem of certification still remained unresolved in 2011. After the media attention had died down, the manufacturers and distributors buying Ivory Coast cocoa beans seemed incapable of finding a way to “certify” that slavery was not used to harvest the beans they purchased. Representatives of the chocolate companies argued that the problem of certification was difficult because there are more than 600,000 cocoa farms in Ivory Coast; most of them small family farms located in remote rural regions that are difficult to reach and that lack good roads and other infrastructure. Critics, however, pointed out that these difficulties did not seem to pose any obstacles to obtaining beans from these many scattered cocoa farms. Cocoa bean farmers, poor and buffeted by the low price of cocoa beans, continued to use enslaved children although they were secretive about it. To make matters worse, on February 11, 2011, fighting between the rebels in the north and the Ivory Coast government in the south again broke out for a brief period in a dispute over who was the legitimate winner of the 2010 presidential election. The fighting ended in April 2011 when one of the candidates finally conceded the election, allowing Allassane Ouattara to be declared the legitimate president.

In 2010 another film, this one entitled The Dark Side of Chocolate, once more documented the continuing use of enslaved children on Ivory Coast farms, although representatives of the chocolate companies interviewed in the film denied the problem or claimed they did not know anything about it. The beans tainted by the labor of slave boys are therefore still being quietly mixed together in bins and warehouses with beans harvested by free paid workers, so that the two are indistinguishable. From there they still make their way into the now tainted chocolate candies that Hershey’s, M&M Mars, Nestle and Kraft Foods make and that we buy here and in Europe. Without an effective system of certification, in fact, virtually all the chocolate we eat that is made from West African (Ivory Coast and Ghana) cocoa contains a portion of tainted chocolate made from beans harvested by enslaved children.

Questions

1. What are the systemic, corporate, and individual ethical issues raised by this case?

2. In your view, is the kind of child slavery discussed in this case absolutely wrong no matter what, or is it only relatively wrong, i.e., if one happens to live in a society (like ours) that disapproves of child slavery? Explain your view and why you hold it.

3. Who shares in the moral responsibility for the slavery occurring in the chocolate industry?

4. Consider the bill that Representative Engle and Senator Harkin attempted to enact into a law, but which never became a law because of the lobbying efforts of the chocolate companies. What does this incident show about the view that “to be ethical it is enough for businesspeople to follow the law”?

Note

Aaron Beam and the HealthSouth Fraud

After graduating from Ourso College of Business, Aaron Beam went on to become a Certified Public Accountant in 1978 and two years later met Richard Scrushy whom he described as a “charismatic” leader, an engagingly “charming” person, and a “brilliant” businessman. At the time Scrushy was working for Lifemark Corporation, a health care company where he had worked his way up to the position of Chief Operating Officer after having taught briefly in the respiratory therapy program of the University of Alabama and at Wallace State Community College. In 1983 Scrushy invited Beam to join him in starting HealthSouth, a new company that would provide medical rehabilitation services to hospitals and their outpatients in Birmingham, Alabama. Scrushy believed that they would be able to provide rehabilitation therapy to patients at lower costs than regular hospitals and so hospitals would be glad to send their patients to them for rehabilitation. He would turn out to be right.¹

They founded the company in 1984 with Scrushy as Chief Executive Officer and Beam as Chief Financial Officer. Beam later said that Scrushy ran the company like a “dictator,” and with a self-assurance that intimidated people and sometimes made Aaron and others fearful of contradicting him. Scrushy, he said, was “almost a cult-like figure,” who inspired intense loyalty and whom people eagerly followed, willingly carrying out his confident orders.² Another employee said Scrushy “had boundless energy” and “was a great motivator” who worked “so hard himself, it was almost like you couldn’t let him down.”³

From the beginning Scrushy and Beam both knew the company had to appear profitable to satisfy investors and lenders and to later succeed in issuing and selling company stock to the public. Although the company was doing reasonably well, Scrushy told Beam that he should do whatever he could to make their financial reports look even better. Although Beam was reluctant at first, he felt both pressured and awed by Scrushy and so eventually moved some of the company’s startup costs from the “expenses” column to the “capital investments” column, which made their net profits look larger.⁴ While he realized this might be “a little” misleading, Beam felt it was technically within the bounds of accounting rules and that investors would be sophisticated enough to understand what was happening. He described the move to himself as “aggressive accounting” but definitely “not fraudulent.”⁵

In 1986, the company successfully went public and both Scrushy and Beam, as well as their investors, made a great deal of money. Moreover, the company continued to expand rapidly and revenues continued to climb upward just as quickly. With his new riches, Beam was able to buy a beach house, a condo in the French Quarter of New Orleans, a private plane, fancy cars, and $30,000 worth of Hermes ties. Everywhere he went he was known and respected:

I was a rock star. I could go into any restaurant and see people pointing out that they wanted to talk to me, meet me and tell me what a great job I was doing. It was pretty heavy stuff.⁶

Scrushy also celebrated his new wealth. He had divorced his first wife and married his second, a woman named Karen with whom he had four children and a passionate but stormy relationship. He bought two Cessna jets, Lamborghini and Rolls Royce cars, ten yachts, expensive art works, several multimillion-dollar houses, and built himself an estate with a 20-room 14,000 square foot mansion and a helicopter pad. He made lavish donations to charities, gave money to schools that gratefully named buildings after him, and made such a large gift to a local community college that it named a whole campus the “Richard M. Scrushy Campus.” In high school Scrushy had taught himself to play the guitar and had played in garage bands; now he recruited several professional musicians, formed a country music group named Dallas County Line, and with himself as lead singer, cut a CD and financed a world tour for the group.

Over the next ten years the HealthSouth company grew into a $3 billion Fortune 500 company. With 22,000 employees, it was the nation’s largest provider of rehabilitation, surgery, and therapy outpatient services. Beam continued using “aggressive accounting” practices in the company’s financial reports. When the company expanded to other locations, he had some of the costs capitalized instead of being expensed, and sometimes the added revenues from the new locations were listed as revenue growth from the company’s previous locations. And instead of writing off unpaid receivables, Beam just kept them on the books as company “assets.” He continued to reassure himself with the thought that “astute investors knew what we were doing and saw it as financial gamemanship and not outright fraud.”⁷

But part way through the second quarter of 1996, Scrushy and Beam realized that the company, for the first time, would fall short of meeting Wall Street analysts’ expectations of quarterly revenue by about $50 million. The two men were sure this was a one-time event and that the company would return to meeting analysts’ expectations.
targets the following financial quarter like it had for the past 40 quarters. But at the time, the company was negotiating a new credit agreement with a syndicate of 32 lenders from around the world, and while the banks had agreed to extend HealthSouth a line of credit totaling $1.25 billion, they had also made clear that the company had to provide them with favorable quarterly financial statements. Scrushy assured Beam that if the banks got wind of the shortfall it would cripple the company they had worked so hard to build, so Beam had to do everything he could to keep as much information about the shortfall as possible from leaking out of the company. If they could just get through the quarter, Scrushy felt, then everything would be okay.

Agreeing with Scrushy’s assessment of the situation, Beam decided to fix the company books “this one time.” “I knew if we did report bad earnings, it would be disastrous,” Beam said later, so “I let myself slip into agreeing to commit fraud.” Beam convinced two of the people working for him in the Finance Department to come in on the plan: Bill Owens, the company controller, and Mike Martin, the company treasurer. With the help of a few other employees, they went through the earnings reports that each of the dozens of HealthSouth clinics scattered around the country turned in to company headquarters each financial quarter. They carefully inflated the numbers by inserting many small additional revenue entries throughout each report. Then they consolidated the reports into a single corporate report. The numerous fictitious additions they made on the reports were all small because they knew the external auditors would only check the validity of large revenue entries, and were highly unlikely to check the many small fictitious entries they were making. Moreover, Scrushy had earlier told Beam that he did not allow the company’s own internal auditors access to the corporate general ledgers, which is where the fraud was being carried out.

Although he realized these actions violated generally accepted accounting principles, Beam felt that what he was doing was for the good of everyone in the company. If the company failed, a lot of people would be hurt. And anyway, he was only going to do it just this one time.

Unfortunately, the following quarter company earnings again fell short of Wall Street expectations. This time Scrushy did not have to persuade Beam. After the first time, Beam later said, it had become “a little easier going down that road.” The fraud proceeded much like it had the previous quarter, except that more people were brought into the scheme. Ken Livesay, the assistant controller, helped by downloading all of the clinic reports from around the country to his computer and figuring out the gap between the company’s true earnings and what Wall Street expected—about $70 million this time. He reported these figures to Bill Owens and Mike Martin. Then Beam, Owens, Martin, Livesay, and a few others worked their way through the clinics’ reports inserting enough fictitious revenue entries to fill in the gap. Because earnings kept falling short of expectations, the process had to be repeated each quarter. Eventually more finance personnel were added to the group until it grew to about 15 people who started referring to themselves as “the family.”

By 1997 HealthSouth was the largest rehabilitation services company in the industry and, with a total of $106 million in compensation, Scrushy was the third-highest-paid CEO in America. A year earlier his second wife had divorced him and now he married his third, Leslie, with whom he had two more children. He became an active member of the Guiding Light Church to which he made sizable donations, and he and his wife eventually began hosting a daily evangelical television show that was broadcast from the church.

Although he was now hardly hesitating to tamper with the company reports, Beam still felt anguished and guilty:

I just didn’t have the courage or the ethical bearing to stand up to Richard. I didn’t say ‘No, this is wrong.’ My life changed. I couldn’t sleep. I had crossed the line and had done something I couldn’t deal with and it was just terrible.

Ashamed of what he was now so willingly doing, Beam decided to retire from the company in 1997. He bought several acres of land in the country and there and his wife built their 5,000 square-foot “dream house.” Beam assumed the company’s earnings would eventually improve and that it would once again do well enough to stop having to falsify its financial reports. He was wrong.

The fraudulent accounting at HealthSouth continued for six more years, until 2003 when the F.B.I. began investigating whether Scrushy might be part of an insider trading scheme. As part of its investigation, the F.B.I. interviewed Weston Smith who had replaced Beam as Chief Financial Officer. Smith had little to say about the insider trading scheme; instead he informed the surprised investigators about the fraud that had been going on at HealthSouth.

By the time the government stepped in and prosecuted HealthSouth’s executives in 2003, HealthSouth’s earnings had been overstated by $2.7 billion. In 2005, saying he did not know that fraudulent entries were being inserted into the books, and in spite of being accused by Beam, Smith, Martin, Owens, Livesay, and others of having known about the scheme, Scrushy was declared
innocent of any criminal wrongdoing by a jury. Beam and the other members of “the family” were not so lucky. He and 15 other HealthSouth employees who had helped carry out the fraud were fined and jailed or placed on probation.

Although Scrushy was not convicted of any wrongdoing in the HealthSouth fraud, in 2006 he was found guilty of paying $500,000 in bribes to Alabama Governor Don Siegelman in exchange for a seat on a state hospital regulatory board. Scrushy was sentenced to seven years in prison for the bribe, a sentence he began serving in 2007. Scrushy believed that government prosecutors had filed the bribery charges against him in retaliation for their inability to secure his conviction in the HealthSouth trial, but his lawyers failed to win the appeals they filed on Scrushy’s behalf. In 2009, while serving his jail sentence, Scrushy lost a $2.8 billion civil lawsuit brought against him by the company’s shareholders; at the end of that trial, the judge said that it was clear to him that “Scrushy knew of and actively participated in the fraud.” Scrushy’s bank accounts were seized and his houses, boats, cars, and other remaining property were auctioned off to pay the $2.8 billion judgment against him. Distraught by the outcome of the lawsuit which left his wife and children penniless, Scrushy continued to maintain his innocence in both the HealthSouth fraud and in the Siegelman bribe case. His wife remained loyal to him and brought their children to visit him every week while he served his prison sentence. Both his wife and his former pastor at the Guiding Light Church continued to believe in Scrushy’s innocence.

Although he could have received up to 30 years in jail and fined up to $1 million, Aaron Beam spent only 3 months in a federal prison and paid $285,000 in fines and another $250,000 in lawyer’s fees. After he was released from prison in 2006, Beam said his experience had taught him some hard lessons, but he still blamed Scrushy for much of what had happened:

There are a lot of sociopaths heading major corporations. They have huge egos, they intimidate people, they totally believe that they are right in everything they do or say, and they have no empathy for other people. If you’re in the workplace and you have a boss like that, be aware. Realize that one day, you could be asked to do something you shouldn’t do. Don’t be overly influenced by others to the point that you do wrong. You have to have some moral character about how you conduct yourself in the business world. The pressure to make earnings, to make money, can lead you down a path that you shouldn’t go.14

Aaron Beam now runs a lawn service called “Green Beam Lawn Service” in Alabama using a lawnmower he bought by bartering 50 of his last remaining Hermes ties. He has this to say about his present life:

I have no employees, it’s just me. But I’m living my life honestly now, and there is a lot of peace of mind in that. When I mow somebody’s grass, and they pay me $50 in the heat in south Alabama, I know I’ve earned that money, and I sleep well at night.15

Questions

1. Which of the “obstacles” to moral behavior do you see at work in Aaron Beam’s behavior and thinking? In Scrushy’s?
2. Explain how Aaron Beam might have used the “loyal agent’s argument” to defend his actions. Do you think that in Aaron Beam’s situation the “loyal agent’s argument” might have been valid? Explain.
3. In terms of Kohlberg’s views on moral development, at what stage of moral development would you place Aaron Beam? Explain. At what stage would you place Richard Scrushy?
4. Was Aaron Beam morally responsible for engaging in the “aggressive accounting” methods he used? Explain. Was his responsibility mitigated in any way? Explain. Was he morally responsible for changing the clinic reports to increase the company’s earnings? Was his responsibility for this mitigated? Explain. Were those who cooperated in his actions morally responsible for those actions? Was their responsibility mitigated? Do you think Richard Scrushy was morally responsible for the accounting fraud? Explain.
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Ethical Principles in Business

What is the utilitarian approach to moral decision-making?

How do human rights apply to business situations?

What is “justice”?

Why are personal relationships essential to an “ethic of care”?

How can we integrate the various approaches to moral evaluation?

What role does character play in morality?

Why do many of our moral decisions seem to be automatic and unconscious?

Even when buying vegetables at a farmer's market, customers expect to be treated with honesty, fairness, and respect.
It was the middle of the last century, 1948, when the whites-only National Party first won control of the government of South Africa. Earlier racial laws had decreed that only whites, who were 10 percent of the population, had the right to vote, and denied political participation to blacks, who were about 80 percent of the population, as well as to “mixed-race coloreds” and Indians who together made up the remaining 10 percent. The whites-only National Party passed stringent apartheid legislation as soon as they gained power. Apartheid laws were designed to preserve the racial purity and supremacy of whites by keeping other races socially and physically separated from them, restricting nonwhites to inferior jobs, housing and farmlands, and strengthening earlier laws that made whites the effective rulers of South Africa’s diverse population. The apartheid system deprived the entire black population of all civil rights. They had no right to freedom of speech, no right to unionize, and no right to freedom of assembly. Blacks, coloreds, and Indians had to live in racially segregated areas, received grossly discriminatory wages, could not intermarry with whites, could not supervise whites, had to attend separate and inferior schools, use separate bathrooms, enter public buildings by separate entrances, eat in separate dining rooms, and avoid socializing with whites.

These oppressive racial laws incited black resistance that the white government met with force. Over the years, as blacks repeatedly demonstrated against the increasingly brutal regime, the government responded with ever more violent killings, arrests, and repression. Beginning with the leadership of Prime Minister Strijdom, known as an honest but inflexible and belligerent hardline racist, the government ruthlessly killed hundreds of young black activists and jailed thousands more. Among those imprisoned was the energetic (some said “hotheaded”) activist, Nelson Mandela, an inspiring, charismatic, resilient, and brave son of a black tribal chief. Opposition political parties were outlawed and their leaders were imprisoned. These white supremacy policies of the apartheid government remained in place until the 1990s.

While the apartheid regime was in power, Caltex, an American oil company located in South Africa, operated a chain of gas stations and several oil refineries that it supplied with oil it imported from other countries. Jointly owned by Texaco and Standard Oil, Caltex had repeatedly expanded its operations in South Africa, giving the South African government greater access to the oil it needed. The South African economy relied on oil for 25 percent of its energy needs, and South African law required refineries to set aside some of their oil for the government. In addition, stiff corporate taxes channeled a high percentage of Caltex annual revenues into the hands of the apartheid government.

Many stockholders of Texaco and Standard Oil bitterly opposed Caltex’s operations in South Africa. In 1983, 1984, and 1985, they introduced shareholder resolutions requiring Caltex to either break off relations with the South African government or leave South Africa altogether.1 A leader of the dissident stockholders had earlier stated why Caltex and other U.S. companies should leave South Africa:

Nonwhites in South Africa are rightless persons in the land of their birth … [The black South African] has no rights in “white areas.” He cannot vote, cannot own land, and may not have his family with him unless he has government permission…. The two major political parties have been banned and hundreds of persons detained for political offenses … strikes by Africans are illegal and meaningful collective bargaining is outlawed…. By investing in South Africa, American companies inevitably strengthen the status quo of white supremacy…. The leasing of a computer, the establishment of a new plant, the selling of supplies to the military all have political overtones…. And among the country’s white community, the overriding goal of politics is maintenance of white control. In the words of Prime Minister John Vorster …“We are building a nation for whites only.”2
The management of Caltex, however, did not feel that it should stop selling petroleum products to the South African government or leave South Africa. The company acknowledged that its operations provided a strategic resource for South Africa’s government and that the government was racist. Nevertheless, the company claimed that its operations ultimately helped black South Africans, particularly the company’s black workers toward whom the company had special responsibilities. In a statement opposing one of the many stockholders’ resolutions, Caltex managers made their position clear:

Texaco believes that continuation of Caltex’s operations in South Africa is in the best interests of Caltex’s employees of all races in South Africa…. In management’s opinion, if Caltex were to withdraw from South Africa in an attempt to achieve political changes in that country, as the proposal directs, … such withdrawal would endanger prospects for the future of all Caltex employees in South Africa regardless of race. We are convinced that the resulting dislocation and hardship would fall most heavily on the nonwhite communities. In this regard, and contrary to the implications of the stockholders’ statement, Caltex employment policies include equal pay for equal work and the same level of benefit plans for all employees as well as a continuing and successful program to advance employees to positions of responsibility on the basis of ability, not race.3

Caltex managers argued that foreign corporations in South Africa had helped black incomes rise by more than 150 percent during the 1970s. Moreover, they claimed that U.S. corporations with internal policies of “equal pay for equal work,” had narrowed the gap between black and white incomes by a significant amount.

Among those who vigorously supported the resolutions asking U.S. companies to leave the country was Desmond Tutu, an outspoken black South African bishop of the Anglican Church who won the Nobel Peace Prize in 1984. Described as a “modest, cheerful man of faith, with a great passion for justice,” Tutu advocated nonviolent opposition to apartheid. Tutu led numerous peaceful protests, marches, and boycotts against the racist regime and against what he would later call its “human rights abuses.” Although in constant danger for his life, Tutu was described as “courageously” calling on the world’s multinationals to exert economic pressure on South Africa’s white government by leaving and staying away until apartheid was ended. To suggest that U.S. companies should stay in South Africa because they paid higher wages and provided other economic benefits, Tutu said, was to “attempt to polish my chains and make them more comfortable. I want to cut my chains and cast them away.”

The debate over whether Caltex should have continued to operate in South Africa during the apartheid regime was a moral debate. The debate was not about what the laws of South Africa required. The requirements of the law were clear. Instead, the debate centered on whether apartheid laws were morally acceptable and whether companies should help support the government responsible for those laws. The arguments on both sides of these issues appealed to moral considerations. They appealed, in fact, to four basic kinds of moral standards: utilitarianism, rights, justice, and caring. At several points, moreover, the debate referred to the virtues and vices of various people involved in the struggle over apartheid.

Those who argued that Caltex should leave South Africa, for example, argued that the company was actively supporting policies of inequality that were unjust because they discriminated against blacks and laid burdens on blacks that whites did not have to bear. They also argued that these government policies violated black people’s human rights, including their right to participate in the political life of their nation, to speak freely, to come and go as they wanted, to unionize, and to be free of the humiliations of racial segregation. And they claimed that the apartheid regime divided families and communities.
thereby destroying morally significant human relationships. These arguments were appeals to two distinct kinds of moral principles. Judgments about justice are based on moral principles that identify fair ways of distributing benefits and burdens among the members of a society. Judgments about human rights are based on moral principles that advocate respect for people’s freedom and well-being. And judgments about the importance of human relationships can be based on what is called an ethic of care.

The arguments of Caltex managers also appealed to moral considerations. They argued that if the company stayed in South Africa, then black as well as white Caltex employees, would be better off because the company would provide them with economic and social benefits that would allow them to have richer and more satisfying lives. On the other hand, they argued, if the company left, blacks would suffer greatly and be burdened with “dislocations and hardship” because they would be deprived of the many economic benefits the company provided. In these arguments, Caltex’s managers were appealing to what is called a utilitarian standard of morality. Utilitarianism is the moral view that in any situation the right course of action is the one that will provide people with the greatest amount of benefits while minimizing harms. In addition, Caltex managers also argued that they took special care of their black workers and that the company’s special responsibility for the well-being of its workers implied that it should not abandon them. These additional considerations are closely linked to an ethic of care that emphasizes the value of human relationships and of caring for the well-being of those who are dependent upon us.

Finally, embedded in the debate were references to the moral virtues and vices of various persons involved in the struggle around apartheid. Archbishop Tutu, for example, was described as modest, courageous, nonviolent, cheerful, and passionate for justice. Prime Minister Strijdom, who used violent force to protect apartheid, was known as an honest, but inflexible and belligerent racist who could also be ruthless. Nelson Mandela was characterized as energetic, hotheaded, inspiring, courageous, resilient, and charismatic. The character traits attributed to these people are examples of the kind of virtues that are encouraged and the vices that are discouraged by an ethic of virtue.

These kinds of approaches to moral judgments are the most important types of ethical standards studied by moral philosophers—although, as we will see, there are other approaches. As the case of Caltex in South Africa demonstrates, these approaches are the common and natural ways we discuss and debate the morality of what we were doing. Each approach to moral evaluation employs distinct moral concepts, and each emphasizes aspects of moral behavior that are neglected or at least not emphasized by the others. The purpose of this chapter is to explain each of these approaches to moral judgments. We will describe each approach, explain the kinds of concepts and information that each employs, identify their strengths and weaknesses, and explain how these approaches can be used to clarify the moral issues that confront us in business.

1 Utilitarianism: Weighing Social Costs and Benefits

We begin by looking at an approach to moral decision-making the Caltex managers took. They claimed that one of the reasons that Caltex should remain in South Africa was because that course of action would have the most beneficial consequences and the fewest harms, at least in comparison to the results of abandoning South Africa. This approach is sometimes referred to as a consequentialist approach to ethics and, more specifically, as a utilitarian approach. To see more clearly what the approach involves, let’s look at a situation where this approach was a basic consideration in a business decision that had a dramatic impact on the lives of many people.
During the last decades of the twentieth century, Ford Motor Company began losing market share to Japanese companies who were making compact, fuel-efficient cars. Lee Iaccoca, Ford’s president at the time, determined to regain its share of the market by quickly developing a small car called the Pinto. The Pinto would weigh less than 2,000 pounds, cost less than $2,000, and be on market within 2 years instead of the normal 4 years. Because the Pinto was a rush project, styling considerations dictated engineering design to a greater degree than usual. In particular, Pinto’s styling required that the gas tank be placed behind the rear axle that had protruding bolts. In that position, the tank could be punctured by the rear-axle bolts if a rear-end collision pushed it against the axle. When an early model of the Pinto was crash-tested, it was found that, when struck from behind at 20 miles per hour or more, the gas tank would sometimes break open. Gas would then spray out and enter the passenger compartment as well as under and around the car. In a real accident, stray sparks could explosively ignite the spraying gasoline and fire might engulf and burn the occupants, particularly if, as often happened in accidents, the doors jammed, trapping the victims.

Ford managers decided, nonetheless, to go ahead and manufacture the Pinto without changing the gas-tank design. There had several reasons for their decision. First, the design met all the legal and government standards then in effect. At the time, government regulations required that a gas tank only remain intact in a rear-end collision of less than 20 miles per hour. Second, Ford managers felt that the car was comparable in safety to several of the cars other companies were making and putting on the market. Third, according to an internal cost–benefit study by Ford, modifying the Pinto would be more costly than leaving its design unchanged. The study stated that approximately 12.5 million of the autos would eventually be built. Modifying the gas tank of each Pinto would cost about $11 a unit. The total costs of modifying all the Pintos the company planned to build, then, were simple to calculate:

Costs:

$11 \times 12.5 \text{ million autos} = $137 \text{ million}

What benefits would customers derive from the $137 million they would have to pay if the Pinto’s gas tank was modified? Statistical data showed that modifying the gas tank could prevent the future loss of about 180 burn deaths, 180 serious burn injuries, and 2,100 burned vehicles. At the time (1970), the government valued a human life at $200,000, a figure it needed to use to decide whether to spend money on a project that might save several lives or spend it on some other project that might save several million tax dollars.; Insurance companies valued a serious burn injury at $67,000 when they paid for losses due to burns (including the losses of pain and suffering); and the average residual value on subcompacts was estimated at $700. Therefore, in monetary terms, modifying the gas tank would have the benefit of preventing losses that added up to a total value of only $49.15 million.: 

Benefits:

\[(180 \text{ deaths} \times $200,000) + (180 \text{ injuries} \times $67,000) + (2,100 \text{ vehicles} \times $700) = $49.15 \text{ million}\]

Thus, if the car’s gas tank was modified, customers would have to pay $137 million for a benefit worth $49.15 million, for a net loss of $87.85 million. It was not right, the Ford study argued, to have society invest in a “fix” of the Pinto’s gas tank that would result in a greater loss than leaving things as they were. That is, although making no changes to the Pinto’s design would result in losses of about $49.15 million, this was less than the net loss of $87.85 million that would be the consequence of changing the design.
Ford managers went ahead and produced the Pinto without modifying its gas tank. It is estimated that in the decade that followed about 60 persons died in fiery accidents involving Pintos and that at least twice that many suffered severe burns over large areas of their bodies, many requiring years of painful skin grafts. Ford, however, kept the Pinto on the market until 1980.

The kind of analysis that Ford managers used in their cost-benefit study is a version of what has traditionally been called utilitarianism. Utilitarianism is a general term for the view that actions and policies should be evaluated on the basis of the benefits and costs they produce for everyone in society. Specifically, utilitarianism holds that the morally right course of action in any situation is the one that, when compared to all other possible actions, will produce the greatest balance of benefits over costs for everyone affected.

Ford managers reduced costs and benefits primarily to economic costs and benefits (such as medical costs, loss of income, and damage to buildings) and these were measured in monetary terms. But the benefits of an action may include any desirable goods (pleasures, health, lives, satisfactions, knowledge, happiness) produced by the action, and costs may include any of its undesirable evils or harms (such as pain, which the Ford study took into account, as well as sickness, death, dissatisfaction, ignorance, unhappiness). The inclusive term used to refer to the net benefits of any sort produced by an action is utility. Hence, the term utilitarianism is used for any theory that advocates selection of that action or policy that maximizes utility.

It is important to understand that Ford’s managers were not saying that making no changes to the Pinto’s gas tank would save them money. That is, their claim was not that leaving the design unchanged was in Ford’s best interests (recall that the buyers of the Pinto would ultimately pay all costs). If that had been their claim, then it would have been based on self-interest and not on utilitarian ethics. Their claim, instead, was that leaving the car’s design unchanged was best for society as a whole. From society’s point of view, and considering everyone’s best interests, it was better to keep the design. Utilitarianism is not a theory of calculated selfishness: it is a theory that says that we should strive to do what is best for everyone in society, and that we do what is best for everyone when we take into account all the benefits and harms that everyone will bear as the result of our actions.

Many business analysts hold that the best way to evaluate the ethical propriety of a business decision—or any other decision—is by relying on utilitarian cost-benefit analysis. The socially responsible course for a business to take is the one that will produce the greatest net benefits for society or impose the lowest net costs. Several government agencies, many legal theorists, numerous moralists, and a variety of business analysts advocate utilitarianism. We begin our discussion of ethical principles by examining this popular approach.

Traditional Utilitarianism

Jeremy Bentham (1748–1832) and John Stuart Mill (1806–1873) are generally considered the founders of traditional utilitarianism. Bentham and Mill sought an objective basis for making value judgments that would provide a common and publicly acceptable norm for determining the best social policy and social legislation, as well as the morally best course of action. The most promising way to reach such an objective basis of moral and social decision-making, they believed, is by looking at the various policies or courses of action that could be chosen, and comparing their beneficial and harmful consequences. The right course of action from an ethical point of view would be to choose the policy or action that would produce the greatest amount of utility. The utilitarian principle holds that:

An action is right from an ethical point of view, if and only if, the sum total of utilities produced by that act is greater than the sum total of utilities produced by any other act the agent could have performed in its place.
The utilitarian principle assumes that we can somehow measure and add together the quantities of benefits produced by an action and then measure and subtract from those benefits the quantities of harm the action will produce. Once we do this for every action we could take, we then chose the action that produces the greatest net benefits or the lowest net costs. That is, utilitarianism assumes that any benefits or costs an action can produce can be measured on a common quantitative scale and then added or subtracted from each other. The satisfactions that an improved work environment imparts to workers, for example, might be equivalent to 500 positive units of utility, whereas the resulting bills that arrive the next month might be equivalent to 700 negative units of utility. Therefore, the total combined utility of this act (improving the work environment) would be 200 units of negative utility.

There are three important mistakes to watch out for when using utilitarianism. Almost everyone makes these mistakes when they first start thinking about utilitarianism, so it is important to be aware of them at the start. First, when the utilitarian principle says that the right action for a particular occasion is the one that produces more utility than any other possible action, it does not mean that the right action is the one that produces the most utility for the person performing the action. Rather, an action is right if it produces the most utility for all persons affected by the action, including of course, the person who performed the action. As John Stuart Mill wrote:

The happiness which forms the utilitarian standard of what is right in conduct, is not the agent’s own happiness, but that of all concerned. As between his own happiness and that of others, utilitarianism requires him to be as strictly impartial as a disinterested and benevolent spectator. In the golden rule of Jesus of Nazareth, we read the complete spirit of the ethics of utility: “To do as you would be done by,” and “to love your neighbor as yourself,” constitute the ideal perfection of utilitarian morality.

A second misunderstanding is to think that the utilitarian principle requires us to consider only the direct and immediate consequences of our actions. Instead, both the immediate and all foreseeable future costs and benefits that each alternative will provide for each individual must be taken into account, as well as any significant indirect effects. However, the most important mistake to watch out for is a third common misunderstanding: the utilitarian principle does not say that an action is right so long as its own benefits outweigh its own costs. Instead, utilitarianism says that the right action is the one whose combined benefits and costs outweigh the combined benefits and costs of every other action the agent could carry out. In other words, utilitarianism holds that to determine the morally right action in any given situation, we must compare the utility of all of the actions that one could carry out in that situation; only then can we determine which action will produce more utility than any of the others. Notice that if utilitarianism said that any action is right so long as its benefits outweigh its costs, then in any situation, several actions could be right because several actions could have benefits that outweigh their costs. However, utilitarianism claims that in any situation only one action is morally right: that one action whose utility is greatest by comparison to the utility of all the other alternatives.

To determine, then, how I should behave in a particular situation according to utilitarianism, I must do four things. First, I must determine what alternative actions or policies are available to me in that situation. The Ford managers, for example, were implicitly considering two alternatives: to redesign the Pinto by putting a rubber bladder around the gas tank or to leave it as originally designed. Second, for each alternative action, I must estimate the direct and indirect benefits and costs that the action will probably produce for each and every person affected by the action in the near future. Ford’s calculations of the costs and benefits that all affected parties would have to bear if the Pinto design were changed, and those that all parties would have
Lawrence Summers, Director of the White House National Economic Council for President Barack Obama, once wrote a memo claiming that the world’s welfare would improve if the wastes of rich countries were sent to poor countries. He gave four arguments for this claim which we can summarize as follows:

1. Clearly, it will be best for everyone if pollution is shipped to the country where its health effects will have the lowest costs. The costs of “health impairing pollution” depend on the wages lost when pollution makes people sick or kills them. So the country with the lowest wages will be the country where the health effects of pollution will be lowest. So with “impeccable” “economic logic” we can infer that it will be best for everyone if we dump our toxic wastes in the lowest wage countries.

2. Adding more pollution to an environment that is already highly polluted has worse health effects, than putting that same pollution into a clean environment where it can disperse. So we can reduce the harm pollution causes by transferring it out of highly polluted cities like Los Angeles, and dumping it into countries in Africa that “are vastly under-polluted.” This will make better use of those countries’ clean air quality which we now are using “vastly inefficiently,” and it will improve “world welfare.”

3. The same pollution will cause more harm in a country where people have “long life-spans,” than in a country where people die young. When people have “long life-spans,” they survive long enough to get diseases, like prostate cancer, that people who die young do not get. So pollution will cause more diseases like prostate cancer in countries where people have long lives than countries where people die young. It follows that we can reduce the diseases pollution causes by moving it out of rich countries where people have long lives, and dumping it into poor countries where people die young.

4. Pollution can cause “aesthetic” damage, such as dirty-looking air, that “may have very little direct health impact.” Since the wealthy are willing to pay more for clean-looking air than the poor, clean-looking air is worth more to the wealthy than to the poor. So it should be possible for people in wealthy countries to find people in poor countries who are willing to trade their clean air for the money the wealthy are willing to offer. This kind of trade will be “welfare enhancing” for both parties.

1. Explain which parts of the reasoning in this memo a utilitarian would have to accept and which parts a utilitarian could reject.

2. Assuming the four arguments are correct, do you agree or disagree with the conclusion that those in rich countries should ship their wastes to poor countries (perhaps by paying poor countries to take them)? Explain why or why not.
to bear if it were not changed, are examples of such estimates. Third, for each action I must subtract the costs from the benefits to determine the net utility of each action. This is what the Ford managers did when they calculated the net social costs of leaving the Pinto’s design unchanged ($49.15 million), and the net social costs of modifying it ($87.85 million). Fourth, the action that produces the greatest sum total of utility must be chosen as the ethically appropriate course of action. The Ford managers, for example, decided that the course of action that would impose the lowest costs and the greatest benefits would be to leave the Pinto design unchanged.

Although it can easily be misunderstood and misused, utilitarianism is an attractive ethical theory in many ways. For one thing, it matches fairly nicely the views that we tend to advocate when discussing the choice of government policies and public goods. Most people agree, for example, that when the government is trying to determine on which public projects it should spend tax monies, the proper course of action would be for it to adopt those projects that objective studies show will provide the greatest benefits for the members of society at the least cost. Of course, this is just another way of saying that the proper government policies are those that would have the greatest measurable utility for people—or, in the words of a famous slogan coined by Bentham, those that will produce “the greatest good for the greatest number.”

Utilitarianism also seems consistent with the intuitive criteria that people use when discussing moral conduct.¹⁰ For example, when people explain why they have a moral obligation to perform some action, they often proceed by pointing out how the action will benefit or harm people. Moreover, morality requires that one impartially take everyone’s interests equally into account. Utilitarianism meets this requirement insofar as it takes into account the effects actions have on everyone and insofar as it requires us to be impartial when we choose the action with the greatest net utility regardless of who gets the benefits or who gets the costs.

Utilitarianism also has the advantage of being able to explain why we hold that certain types of activities are generally morally wrong (lying, adultery, killing) while others are generally morally right (telling the truth, fidelity, keeping one’s promises). The utilitarian can say that lying is generally wrong because of the costly effects lying has on people. When people lie to each other, they are less apt to trust each other or to cooperate with each other. The less trust and cooperation, the more our welfare declines. Telling the truth is generally right because it strengthens cooperation and trust and thereby improves everyone’s well-being. In general, then, it is a good rule of thumb to tell the truth and to refrain from lying. Traditional utilitarians would deny, however, that any kinds of actions are always right or always wrong. They would deny, for example, that dishonesty or theft is necessarily always wrong. If, in a certain situation more good consequences would flow from being dishonest than from any other act a person could perform in that situation, then, according to traditional utilitarian theory, dishonesty would be morally right in that particular situation.

Utilitarian views have also been highly influential in economics.¹¹ A long line of economists, beginning in the nineteenth century, argued that economic behavior could be explained by assuming that human beings always attempt to maximize their utility and that the utilities of commodities can be measured by the prices people are willing to pay for them. With these and other simplifying assumptions (such as the use of indifference curves), economists were able to derive the familiar supply and demand curves of sellers and buyers in markets and explain why prices in a perfectly competitive market gravitate toward an equilibrium. More important, economists were also able to demonstrate that a system of perfectly competitive markets would
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**Quick Review 1**

**Utilitarianism**
- Advocates maximizing utility
- Matches well with moral evaluations of public policies
- Appears intuitive to many people
- Helps explain why some actions are generally wrong and others are generally right
- Influenced economics.
lead to a use of resources and price variations that would enable consumers to maximize their utility (defined in terms of Pareto optimality) through their purchases. On utilitarian grounds, therefore, these economists concluded that such a system of markets is better than any other alternative.

Utilitarianism is also the basis of the techniques of economic **cost-benefit analysis**. This type of analysis is used to determine the desirability of investing money in a project (such as a dam, factory, or public park) by figuring out whether its present and future economic benefits outweigh its costs and comparing this to the costs and benefits of other ways of investing our money. To calculate these costs and benefits, discounted monetary prices are estimated for all the effects the project will have on the present and future environment and on present and future populations. Carrying out these sorts of calculations is not always an easy matter, but various methods have been devised for determining the monetary prices of even such intangible benefits as the beauty of a forest (e.g., we might ask how much people pay to see the beauty of a similarly privately owned park). If the monetary benefits of a certain public project exceed the monetary costs and if the excess is greater than the excess produced by any other feasible project, then the project should be undertaken. In this form of utilitarianism, the concept of utility is restricted to monetarily measurable costs and benefits.

Finally, we can note that utilitarianism fits nicely with a value that many people prize: efficiency. **Efficiency** can mean different things to different people, but for many it means operating in the manner that produces the most from a given amount of resources, or that produces a desired output with the lowest resource input. Such efficiency is precisely what utilitarianism advocates because it holds that one should always adopt the course of action that will produce the greatest benefits at the lowest cost. If we read “desired output” in the place of “benefits” and “resource input” in place of “cost,” utilitarianism implies that the right course of action is always the most efficient one.

**Measurement Problems**

One major set of problems with utilitarianism is centered on the difficulties of trying to measure utility. One problem is this: How can the utilities different actions have for different people be measured and compared as utilitarianism requires? Suppose you and I would both enjoy getting a certain job: How can we figure out whether the utility you would get out of having the job is more or less than the utility I would get out of having it? Each of us may be sure that he or she would benefit most from the job, but because we cannot get “into each other’s skin,” we have no objective way of making this judgment. Comparative measures of the values things have for different people cannot be made, the critics argue, so there is no way of knowing whether utility would be maximized by giving me the job or by giving you the job. If we cannot know which actions will produce the greatest amounts of utility, then we cannot apply the utilitarian principle.

A second problem is that there are certain kinds of benefits and costs that seem impossible to measure. For example, critics say, how can you measure the value of health or life? Suppose that installing an expensive exhaust system in a workshop will eliminate a large portion of certain carcinogenic particles that workers might otherwise inhale. Suppose that as a result some of the workers will live 10 years longer than they would have. How can we calculate the value of those years of added life, and how can we compare this value to the costs of installing the exhaust system? Moreover, because we cannot predict all of the future benefits and costs of an action, there is no way we can measure them.

---

**Efficiency** Operating in such a way that one produces a desired output with the lowest resource input.

**cost-benefit analysis** A type of analysis used to determine the desirability of investing in a project by calculating whether its present and future economic benefits outweigh its present and future economic costs.
Yet another problem is that it is unclear exactly what should count as a benefit and what should count as a cost.\(^1\) This lack of clarity is especially a problem when we are dealing with controversial things on which different people place very different values. Suppose a bank must decide, for example, whether to extend a loan to the manager of a local pornographic theater or to the manager of a bar that caters to homosexuals. One group of people may see the increased enjoyment of pornography connoisseurs or the increased enjoyment of homosexuals as beneficial for society. A conservative religious group, however, may see these enjoyments as harmful and hence, as costs.

Finally, the utilitarian assumption that all benefits are measurable implies that all benefits can be traded for equivalents of each other: For a given quantity of one good, there is some quantity of any other good that you should be willing to trade for the first good. For example, suppose that for you the enjoyment of eating two slices of pizza right now has the same value as the enjoyment of a half hour of listening to your favorite music right now. Then, you should be willing to trade one for the other (at least right now) since they are for you at the present moment equal in value. Now utilitarianism says that what is true of pizza and music is true of everything else. Since the value of each good can be measured, we should be able to measure the value of given amounts of our enjoyment of X, and the value of given amounts of our enjoyment of Y, no matter what goods X and Y are. Therefore, once we measure the value of a certain amount of enjoyment of X, we should be able to measure how much enjoyment of Y will have the same value as that amount of enjoyment of X. And once we know how much enjoyment of X is equal to a given amount of enjoyment of Y, we should be willing to trade one for the other, no matter what X and Y are. Utilitarianism implies, then, that we should be willing to trade any one good for some quantity of any other good.

Critics say this shows utilitarianism is mistaken. For example, utilitarianism implies that if you enjoy spending time with your son (or your mother or your lover), and you also enjoy drinking beer, then you should be willing to trade all the time you will ever spend enjoying your son (or your mother or your lover) for some quantity of the enjoyment you get from drinking beer. But on this point, critics have argued, utilitarianism has led us to a mistaken and ridiculous conclusion: who would ever agree to trade all the time they will ever have enjoying their son (or mother or lover) for the enjoyment of beer? Critics of utilitarianism claim that the enjoyment of some things just cannot be traded for our enjoyment of other things; there are values that are “incommensurable.”

The critics of utilitarianism contend that all these measurement problems undercut whatever claims utilitarian theory makes to provide an objective basis for determining moral questions. In too many cases, they say, there are no objective quantitative measures of the values we prize, and too many differences of opinion even over what should be valued.\(^2\) One way of resolving these problems is to arbitrarily accept the valuations of one social group or another; but this in effect bases utilitarian cost–benefit analysis on the subjective biases and tastes of that group.

**Utilitarian Replies to Measurement Objections**

The defender of utilitarianism has an array of replies ready to counter the measurement objections we outlined above.

First, the utilitarian may argue that, although utilitarianism ideally requires accurate quantifiable measurements of all costs and benefits, this requirement can be relaxed when
such measurements are not possible. Utilitarianism merely insists that the consequences of any projected act be expressly stated with as much clarity and accuracy as is humanly possible, and that all relevant information concerning these consequences be presented in a form that will allow them to be systematically compared and impartially weighed against each other. Expressing this information in quantitative terms would make such comparisons and weightings easier. However, where quantitative data are unavailable, one may legitimately rely on shared and commonsense judgments of the comparative values things have for most people. For example, we know that, by and large, cancer is a greater injury than a cold no matter who has the cancer and who has the cold. Similarly, a steak has a greater value as food than a peanut no matter whose hunger is involved.

The utilitarian can also point to several commonsense criteria that can be used to determine the relative values that should be given to various categories of goods. One criterion, for example, depends on the distinction between intrinsic and instrumental goods. Instrumental goods are things that are considered valuable only because they lead to other good things. A painful visit to the dentist, for example, is only an instrumental good (unless I happen to be a masochist!) since it is desired only as a means to health. Intrinsic goods, however, are things that are desirable independent of any other benefits they may produce. For example, health is an intrinsic good: It is desired for its own sake. (Many things, of course, have both intrinsic and instrumental value. I may use a skateboard, for example, not only because skateboarding is a means to health and rapid transportation but also because I simply enjoy skateboarding.) Now, it is clear that intrinsic goods take priority over instrumental goods. Under most circumstances, for example, money, which is an instrumental good, must not take priority over life and health, which have intrinsic values. Consequently, when we are comparing an instrumental good that is a means to some intrinsic good, we know that the intrinsic good has more value than the instrumental good.

A second common-sense criterion that can be used to weigh goods turns on the distinction between needs and wants. To say that someone needs something is to say that without it that person will be harmed in some way. People’s “basic” needs consist of their needs for things without which they will suffer some fundamental harm such as injury, illness, or death. Among a person’s basic needs are the food, clothing, and housing required to stay alive; the medical care and hygienic environment needed to stay healthy; and the security and safety required to remain free from injury and harm. On the other hand, to say that a person wants something is to say that the person desires it: The person believes it will advance his or her interests in some way. A need, of course, may also be a want: If I know I need something, then I may also want it. Many wants, however, are not needs but simply desires for things without which the individual would not suffer any fundamental harm. I may want something because I enjoy it, even though it is a luxury I could do without. Desires of this sort that are not also needs are called mere wants. In general, satisfying a person’s basic needs is more valuable than satisfying his or her mere wants. If people do not get something for which they have a basic need, they may be injured in a way that makes it impossible for them to enjoy the satisfaction of any number of mere wants. Because the satisfaction of a person’s basic needs makes possible not only the intrinsic values of life and health but also the enjoyment of most other intrinsic values, satisfaction of the basic needs has a value that is greater than that of satisfying mere wants.

However, these commonsense methods of weighing goods are only intended to aid us in situations where quantitative methods fail. In actual fact, the consequences of many decisions are relatively amenable to quantification, the convinced utilitarian will claim. This constitutes the utilitarian’s second major reply to the measurement objections we previously outlined.

The best way to provide a common quantitative measure for the benefits and costs associated with a decision, the utilitarian may hold, is in terms of their monetary
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23 Basically, this means that the value a thing has for a person can be measured by the price the person is willing to pay for it. If a person will pay twice as much for one thing as for another, then for that person the first thing has exactly twice the value of the second. To determine the average values items have for a group of people, then, one needs to look at the average prices given to those items when everyone is allowed to bid for them on open markets. In short, market prices can serve to provide a common quantitative measure of the various benefits and costs associated with a decision. To determine the value of a thing to people in general, then, one needs merely ask what it sells for on an open market. If the item does not sell on an open market, then one can ask what is the selling price for similar items. To determine the value of a thing to a specific person, we need to ask what that person would be willing to pay for it.

The use of monetary values also has the advantage of allowing one to take into account the effects of the passage of time and the impact of uncertainty. If the known monetary costs or benefits lie in the future, then their present values can be determined by discounting them at the appropriate rate of interest. If the monetary costs or benefits are only probable and not certain, then their expected values can be computed by multiplying the monetary costs or benefits by the appropriate probability factor.

A standard objection against using monetary values to measure all costs and benefits is that some goods, such as health and life, cannot be priced. The utilitarian may argue, however, that not only is it possible to put a price on health and life but that we do so almost daily. Anytime people place a limit on the amount of money they are willing to pay to reduce the risk that some event poses to their lives, they have set an implicit price on their own lives. For example, suppose that you are willing to pay $25 for a piece of safety equipment that will reduce the probability of your being killed in an auto accident from 0.00005 to 0.00004, but you are not willing to pay more. Then, in effect, you have implicitly decided that 0.00001 of your life is worth $25—or, in other words that a life is worth $2,500,000. Such pricing is inevitable and necessary, the utilitarian may hold, so long as we live in an environment in which risks to health and life can be lowered only by giving up (trading off) other things that we may want and on which we set a clear price. Using money to measure the value of things we greatly prize is not bad in itself. What is bad is to fail to place any quantitative value on things and, as a result, end by unthinkingly trading a greater value for a lesser one because we refused to figure out how much each was worth.

Finally, the utilitarian may say, where market prices are incapable of providing quantitative data for comparing the costs and benefits of various decisions, other sorts of quantitative measures are available. 24 Should people disagree, for example, as they often do, over the harmful or beneficial aspects of various sexual activities, then sociological surveys or political votes can be used to measure the intensity and extensiveness of people’s attitudes. Economic experts can also provide informed judgments of the relative quantitative values of various costs and benefits. Thus, the utilitarian will grant that the problems of measurement utilitarianism has to deal with are real enough. Yet, we can at least partially solve them by the various methods just described. There are, however, other criticisms of utilitarianism.

Problems with Rights and Justice

The major difficulty with utilitarianism, according to some critics, is that it is unable to deal with two kinds of moral issues: those relating to rights and those relating to justice. 25 That is, the utilitarian principle implies that certain actions are morally right when in fact, they are unjust or they violate people’s rights. Some of the following examples may serve to indicate the sort of difficult counterexamples critics pose for utilitarianism.

First, suppose that your uncle has an incurable and painful disease, so that he is quite unhappy but does not choose to die. Although he is hospitalized and will die within a year,
he continues to run his chemical plant. Because of his misery, he deliberately makes life miserable for his workers and has insisted on not installing safety devices in his chemical plant, although he knows that as a result, one life will certainly be lost over the next year. You, his only living relative, know that upon your uncle’s death you will inherit his business and not only will you be wealthy and immensely happy, but you also intend to prevent any future loss of life by installing the needed safety devices. You are cold-blooded and correctly judge that you could secretly murder your uncle without being caught and without your happiness being at all affected by it afterward. If it is possible for you to murder your uncle without in any way diminishing anyone else’s happiness, then according to utilitarianism, you have a moral obligation to do so. By murdering your uncle, you are trading his life for the life of the worker, and you are gaining your happiness while doing away with his unhappiness and pain—the gain is obviously on the side of utility. However, the critics of utilitarianism claim, it seems quite clear that the murder of your uncle would be a gross violation of his right to life. Utilitarianism has led us to approve an act of murder that is an obvious violation of an individual’s most important right.

Second, utilitarianism can also go wrong, according to the critics, when it is applied to situations that involve justice. For example, suppose that subsistence wages force a small group of migrant workers to continue doing the most undesirable agricultural jobs in an economy, but produce immense amounts of satisfaction for the vast majority of society’s members, because they enjoy cheap vegetables and savings that allow them to indulge other wants. Suppose also that the amounts of satisfaction thereby produced, when balanced against the unhappiness and pain imposed on the small group of farm workers, results in a greater net utility than would exist if everyone had to share the burdens of farm work. Then, according to the utilitarian criterion, it would be morally right to continue this system of subsistence wages for farm workers. However, to the critics of utilitarianism, a social system that imposes such unequal sharing of burdens is clearly immoral and offends against justice. The great benefits the system may have for the majority does not justify the extreme burdens that it imposes on a small group. The shortcoming this counterexample reveals is that utilitarianism allows benefits and burdens to be distributed among the members of society in any way whatsoever, so long as the total amount of benefits is maximized. In fact, some ways of distributing benefits and burdens (like the extremely unequal distributions involved in the counterexample) are unjust regardless of how great the store of benefits such distributions produce. Utilitarianism looks only at how much utility is produced in a society and fails to take into account how that utility is distributed among the members of society.

To see more clearly how utilitarianism ignores considerations of justice and rights, consider how Ford’s managers dealt with the Pinto design. Had they decided to change the Pinto design and add $11 to the cost of each Pinto, they would have forced all the buyers of the Pinto to share in paying the $137 million that the design change would cost. Each buyer would pay an equal share of the total costs of changing this aspect of the Pinto design. However, by not changing the Pinto design, the Ford managers were in effect forcing the 180 people who would die to absorb all the costs of this aspect of the Pinto design. So we should ask: Is it more just to have 180 buyers bear all the costs of the Pinto design by themselves, or is it more just to distribute the costs equally among all buyers? Which is the fairest way of distributing these costs?

Consider, next, that when Ford’s managers decided to make no change to the Pinto design, they were not only making the Pinto cheaper, they were also building a car with a certain amount of risk (to life). Those who drove the Pinto would be driving a car that posed a slightly greater risk to life than they might have reasonably assumed it posed. It is possible that drivers of the Pinto would have gladly accepted this slightly added risk to life in exchange for the lower price of the car. But they had no choice in the matter because they did not know the car carried this added risk. So we should ask:
Do people have the right to know what they are buying when they choose to purchase a product? Do people have a right to choose whether to have greater risk added to their lives? Did the makers of the Pinto violate the basic right of customers to freely choose for themselves whether to accept a riskier car in return for a lower price?

Thus, the Pinto case makes clear that utilitarianism seems to ignore certain important aspects of ethics. Considerations of justice (which look at how benefits and burdens are distributed among people) and rights (which look at individual entitlements to freedom of choice and well-being) seem to be ignored by an analysis that looks only at the costs and benefits of decisions.

Utilitarian Replies to Objections on Rights and Justice

To deal with the sorts of counterexamples that critics of traditional utilitarianism have offered, utilitarians have proposed an important and influential alternative version of utilitarianism called rule-utilitarianism. The basic strategy of the rule-utilitarian is to limit utilitarian analysis to the evaluations of moral rules. According to the rule-utilitarian, when trying to determine whether a particular action is ethical, one is never supposed to ask whether that particular action will produce the greatest amount of utility. Instead, one is supposed to ask whether the action is required by the correct moral rules that everyone should follow. If the action is required by such rules, then one should carry out the action. But what are the “correct” moral rules? It is only this second question, according to the rule-utilitarian, that is supposed to be answered by reference to maximizing utility. The correct moral rules are those that would produce the greatest amount of utility if everyone were to follow them. The following example may make this clear.

Suppose I am trying to decide whether it is ethical for me to fix prices with a competitor. Then, according to the rule-utilitarian, I should not ask whether this particular instance of price-fixing will produce more utility than anything else I can do. Instead, I should first ask myself: What are the correct moral rules with respect to price-fixing? Perhaps I might conclude, after some thought, that the following list of rules includes all the candidates:

1. Managers are never to meet with competitors for the purpose of fixing prices.
2. Managers may always meet with competitors for the purpose of fixing prices.
3. Managers may meet with competitors for the purpose of fixing prices when they are losing money.

Which of these three is the correct moral rule? According to the rule-utilitarian, the correct moral rule is the one that would produce the greatest amount of utility for everyone affected. Let us suppose that after analyzing the economic effects of price-fixing, I conclude that within our economic and social circumstances people would benefit much more if everyone followed Rule 1 than if everyone followed Rule 2 or 3. If this is so, then Rule 1 is the correct moral rule concerning price-fixing. Now that I know what the correct moral rule on price-fixing is, I can go on to ask a second question: Should I engage in this particular act of fixing prices? To answer this second question, I only have to ask: What is required by the correct moral rules? As we have already noted, the correct rule is never to fix prices. Consequently, even if on this particular occasion, fixing prices actually would produce more utility than not doing so I am, nonetheless, ethically obligated to refrain from fixing prices because this is required by the rules from which everyone in my society would most benefit.

The theory of the rule-utilitarian, then has two parts, which we can summarize in the following two principles:

I. An action is right from an ethical point of view if and only if the action would be required by those moral rules that are correct.
II. A moral rule is correct if and only if the sum total of utilities produced if everyone were to follow that rule is greater than the sum total of utilities produced if everyone were to follow some alternative rule.

Thus, according to the rule-utilitarian, the fact that a certain action would maximize utility on one particular occasion does not show that it is right from a rule-utilitarian point of view.

For the rule-utilitarian, the flaw in the counterexamples that the critics of traditional utilitarianism offer is that in each case, the utilitarian criterion is applied to particular actions and not to rules. Instead, the rule-utilitarian would urge that we must use the utilitarian criterion to find out what the correct moral rule is for each counterexample and then, evaluate the particular actions involved in the counterexample only in terms of this rule. Doing this allows utilitarianism to escape the counterexamples undamaged.

The counterexample involving the rich uncle and the murderous heir, for example, is a situation that deals with killing a sick person. In such situations, the rule-utilitarian might argue, it is clear that a moral rule that forbids killing without the due process of law will, in the long run, produce greater utility for society than other kinds of rules. Therefore, such a rule is the correct one to apply to the case. It would be wrong for the heir to kill his uncle because doing so would violate a correct moral rule, and the fact that murder would, on this particular occasion, maximize utility is irrelevant.

The case dealing with subsistence wages, the rule-utilitarian would argue, should be treated similarly. It is clear that a rule that forbade unnecessary subsistence wages in societies would in the long run result in more utility than a rule that allowed them. Such a rule would be the correct rule to invoke when asking whether paying subsistence wages is morally permissible. In terms of this rule, the practice of paying subsistence wages would be ethically wrong even if the practice would maximize utility on a particular occasion.

The ploy of the rule-utilitarian, however, has not satisfied the critics of utilitarianism, who have pointed out an important difficulty in the rule-utilitarian position: According to its critics, rule-utilitarianism is traditional utilitarianism in disguise. These critics argue that rules that allow (beneficial) exceptions will produce more utility than rules that do not allow any exceptions. However, once a rule allows these exceptions, the critics claim, it will allow the same injustices and violations of rights that traditional utilitarianism allows. Some examples may help us see more clearly what these critics mean. The critics claim that if a rule allows people to make an exception whenever an exception will maximize utility, then it will produce more utility than a rule that allowed no exceptions. For example, more utility would be produced by a rule that says, “People are not to be killed without due process except when doing so will produce more utility than not doing so,” than would be produced by a rule that simply says, “People are not to be killed without due process.” The first rule will always maximize utility, whereas the second rule will maximize utility only most of the time (because the second rule would require due process even when dispensing with due process would produce more utility). Because the rule-utilitarian holds that the correct moral rule is the one that produces more utility, he or she must hold that the correct moral rule is the one that allows exceptions when exceptions will maximize utility. Once the exception clause is made part of the rule, the critics point out, then applying the rule to an action will have exactly the same consequences as applying the traditional utilitarian criterion directly to the action because the utilitarian criterion is now part of the rule.

In the case of the sick uncle and murderous heir, for example, the rule that “people are not to be killed without due process except when doing so will produce more utility than not doing so” will now allow the heir to murder his uncle exactly as traditional utilitarianism did before. Similarly, more utility would be produced by a rule that says, “Subsistence wages are prohibited except in those situations where they will maximize utility” than would be produced by a rule that simply says, “Subsistence wages are prohibited.” Therefore, the rule that allows exceptions will be the “correct” one.
But this “correct” rule will now allow the society we described earlier to institute wage slavery exactly as traditional utilitarianism did. Rule-utilitarianism, then, is a disguised form of traditional utilitarianism, and the counterexamples that set difficulties for one seem to set similar difficulties for the other.

Many rule-utilitarians do not admit that rules produce more utility when they allow exceptions. Because human nature is weak and self-interested, they claim, humans would take advantage of any allowable exceptions, and this would leave everyone worse off. Other utilitarians refuse to admit that the counterexamples of the critics are correct. They claim that if killing a person without due process really would produce more utility than all other feasible alternatives, then all other alternatives must have greater evils attached to them. If this is so, then killing the person without due process really would be morally right. Similarly, if in certain circumstances subsistence wages really are the least (socially) injurious means to use to get a job done, then in those circumstances, subsistence wages are morally right exactly as utilitarianism says.

So utilitarianism faces two main difficulties. First, it asks us to measure values that are difficult—perhaps impossible—to quantify. Second, it seems unable to deal adequately with questions of rights and justice. A third issue we have hardly discussed but which we should mention is that utilitarianism assumes decision makers—like the Ford managers designing the Pinto—need not consult the people their decisions touch: if a manager’s decision will maximize utility, it is morally right even if those affected are not consulted. Critics object that it is unjust and a violation of people’s rights when they are given no say in decisions that affect their lives.

2 Rights and Duties

On May 17, 2009 a 17-year-old boy, Yiu Wah, who had been hired at the age of 15, was crushed and killed while trying to clear a jammed machine in the factory of a Chinese supplier that was making products for the Walt Disney Company, the world’s second-largest media conglomerate. Witnesses claimed that the use of child labor was a human rights violation that was common at the factory of Disney’s supplier.

This was not the first time that Walt Disney Company had been accused of having human rights violations in its supply chain. On March 3, 2004, executives of Walt Disney were confronted by a group of stockholders concerned about the company’s human rights record in China. In addition to owning several theme parks, television and radio networks (ABC, the Disney Channel, ESPN), and film studios, Walt Disney markets merchandise based on its characters and films, including toys, apparel, watches, consumer electronics, and accessories. Much of this merchandise is manufactured in China in factories that contract with Disney to produce the merchandise according to Disney’s specifications. The Congressional-Executive Commission on China, a group established by the U.S. Congress in 2001, reported in 2003, however, that:

China’s poor record of protecting the internationally recognized rights of its workers hasn’t changed significantly in the past year. Chinese workers can’t form or join independent trade unions, and workers who seek redress for wrongs committed by their employers often face harassment and criminal charges. Moreover, child labor continues to be a problem in some sectors of the economy, and forced labor by prisoners is common.

In its March, 2003 Country Reports on Human Rights Practices, the U.S. State Department said China’s economy also made massive use of forced prison labor. China’s prisons contained large numbers of political dissidents who were forced to engage in unpaid, exhausting, and dangerous labor to “reform” or “reeducate” them. Factories often purchased materials made in these prisons and then incorporated them into their own products.
Even earlier, in 2001, the Hong Kong Christian Industrial Committee had made on-site undercover visits to a dozen of Walt Disney’s Chinese factories and reported that it found “excessively long hours of work, poverty wages, unreasonable fines, workplace hazards, poor food and dangerously overcrowded dormitories.” Another report issued in 2002 by the National Labor Committee, entitled, “Toys of Misery,” noted horrific working conditions in the nineteen Disney factories the committee investigated. According to the report, not only were workers paid substandard wages, but they “face long hours of forced overtime that leave them with two or three hours of sleep a night,” and “they are exposed constantly to chemicals that make them sick.” In 2004, the National Labor Committee reissued its report, now entitled “Toys of Misery, 2004,” in which they found that Disney factories were still engaged in the kind of practices they had found two years earlier.

Concerned by these reports on conditions in Chinese factories and that the factories might be using materials made by forced labor, a group of stockholders urged all Disney stockholders to vote in favor of having the company adopt 11 “principles.” These principles “were designed to commit a company to a widely accepted and thorough set of human and labor rights standards for China.” The six most important principles were:

1. No goods or products produced within our company’s facilities or those of suppliers shall be manufactured by bonded labor, forced labor, within prison camps or as part of reform-through-labor or reeducation-through-labor programs.
2. Our facilities and suppliers shall adhere to wages that meet workers’ basic needs, fair and decent working hours, and at a minimum, to the wage and hour guidelines provided by China’s national labor laws.
3. Our facilities and suppliers shall prohibit the use of corporal punishment, any physical, sexual or verbal abuse or harassment of workers.
4. Our facilities and suppliers shall use production methods that do not negatively affect the worker’s occupational safety and health.
5. Our facilities and suppliers shall not call on police or military to enter their premises to prevent workers from exercising their rights.
6. We shall undertake to promote the following freedoms among our employees and the employees of our suppliers: freedom of association and assembly, including the rights to form unions and bargain collectively; freedom of expression, and freedom from arbitrary arrest or detention. . . .

Disney’s managers did not want to endorse these human rights principles because the company already had a code of ethics and already inspected factories to ensure compliance with its code. Critics, however, replied that Disney’s code was too narrow, that it was not enforced, that its inspection system was flawed, and that if the company did not adopt human rights principles, it would likely continue to have problems. Subsequent events seemed to support the critics. In 2005, 2006, and 2007, Students and Scholars against Corporate Misbehavior, published reports on the human rights violations and sweatshop conditions their investigations had discovered in a large number of Chinese factories making toys for Disney. Students and Scholars against Corporate Misbehavior, published reports on the human rights violations and sweatshop conditions their investigations had discovered in a large number of Chinese factories making toys for Disney. In 2008, the National Labor Committee reported on a Chinese factory that was making Disney toys, but that was actually a sweatshop noted for abusing the rights of its workers. And in 2009, came the announcement of the terrible death of the 17-year-old boy, Yiu Wah.

The concept of a right plays a crucial role in many of the moral arguments and moral claims invoked in controversies involving business ethics. Employees, for example, argue that they have a “right to equal pay for equal work”; managers assert that unions violate their “right to manage”; investors complain that taxation violates
their “property rights”; and consumers claim that they have a “right to know.” Moreover, many historic documents employ the notion of a right. The U.S. Constitution enshrines a long Bill of Rights, defined largely in terms of the duties the federal government has to not interfere in certain areas of its citizens’ lives. The Declaration of Independence was based on the idea that “all men … are endowed by their Creator with certain unalienable rights … among these are life, liberty, and the pursuit of happiness.” In 1948, the United Nations adopted a “Universal Declaration of Human Rights” which claimed that “all human beings” are entitled, among other things, to:

- the right to own property alone as well as in association with others …
- the right to work, to free choice of employment, to just and favorable conditions of work, and to protection against unemployment …
- the right to just and favorable remuneration ensuring for [the worker] and his family an existence worthy of human dignity …
- the right to form and to join trade unions …
- the right to rest and leisure, including reasonable limitation of working hours and periodic holidays with pay …

Working for Eli Lilly & Company

Before a newly discovered drug is approved for sale, the U.S. Food and Drug Administration (FDA) requires that it be tested on healthy humans to determine whether it has dangerous side effects. Unfortunately, most healthy people will not take an untested substance that is not intended to cure them of anything and that may have crippling or deadly effects. Test subjects can die; suffer paralysis, organ damage, and other chronically debilitating injuries. Eli Lilly, a large pharmaceutical company, however, discovered a group of “volunteers” willing to take untested drugs for only $85 a day plus free room and board: homeless alcoholics desperate for money recruited in soup kitchens, shelters, and jails. Since tests run for months, the men can make as much as $4,500—a hefty sum to someone surviving on handouts. The tests provide enormous benefits for society and many tests might not be performed at all but for the pool of homeless alcoholics. Moreover, providing the men with a warm bed, food, and good medical care before sending them out drug- and alcohol-free and with money in their pockets seems beneficial. The FDA requires that participants in such medical tests must give their “informed consent” and make a “truly voluntary and uncoerced decision.” Some question whether the desperate circumstances of hungry, homeless, and penniless alcoholics allow them to make a truly voluntary and uncoerced decision. When asked, one homeless drinker hired to participate in a test said he had no idea what kind of drug was being tested on him even though he had signed an informed-consent form.


1. Discuss Eli Lilly’s practice from the perspectives of utilitarianism and rights.

2. In your judgment, is the policy of using homeless alcoholics for test subjects morally appropriate?
The concept of a right and the correlative notion of duty, then, lie at the heart of much of our moral discourse. This section is intended to provide an understanding of these concepts and of some of the major kinds of ethical principles and methods of analysis that underlie their use.

The Concept of a Right

In general, a right is an individual’s entitlement to something. A person has a right when that person is entitled to act in a certain way or is entitled to have others act in a certain way toward him or her. The entitlement may derive from a legal system that permits or empowers the person to act in a specified way or that requires others to act in certain ways toward that person; the entitlement is then called a legal right. The U.S. Constitution, for example, guarantees all citizens the right to freedom of speech, and commercial statutes specify that each party in a valid contract has a right to whatever performance the contract requires from the other person. Legal rights are limited, of course, to the particular jurisdiction within which the legal system is in force.

Entitlements can also derive from a system of moral standards independently of any particular legal system. The right to work, for example, is not guaranteed by the U.S. Constitution, but many argue that it is a right that all human beings possess. Such rights, which are called moral rights or human rights, are based on moral norms and principles that specify that all human beings are permitted or empowered to do something or are entitled to have something done for them. Moral rights, unlike legal rights, are usually thought of as being universal insofar as they are rights that all human beings of every nationality possess to an equal extent, simply by virtue of being human beings. Unlike legal rights, moral rights are not limited to a particular jurisdiction. If humans have a moral right not to be tortured, for example, then this is a moral right that human beings of every nationality have regardless of the legal system under which they live.

Rights are powerful devices whose main purpose is to enable the individual to choose freely whether to pursue certain interests or activities and to protect those choices. In our ordinary discourse, we use the term right to cover a variety of situations in which individuals are enabled to make such choices in very different ways. First, we sometimes use the term right to indicate the mere absence of prohibitions against pursuing some interest or activity. For example, I have a right to do whatever the law or morality does not positively forbid me to do. In this weak sense of a right, the enabling and protective aspects are minimal. Second, we sometimes use the term right to indicate that a person is authorized or empowered to do something to secure the interests of others or to secure one’s interests. An army or police officer, for example, acquires legal rights of command over subordinates that enable the officer to pursue the security of others, whereas a property owner acquires legal property rights that enable doing as the owner wishes with the property. Third, the term right is sometimes used to indicate the existence of prohibitions or requirements on others that enable the individual to pursue certain interests or activities. For example, the U.S. Constitution is said to give citizens the right to free speech because it contains a prohibition against government limits on speech, and federal law is said to give citizens the right to an education because it contains a requirement that each state must provide free public education for all its citizens.

Notice that although violations of people’s rights often involve the infliction of injuries on those people, still a person’s rights can be violated without the person being injured or hurt in any obvious way. This aspect of rights is one of the ways in which rights considerations differ from utilitarian considerations since wrongdoing in utilitarianism always involves the infliction of injuries. To see how rights can be
violated without injury, let’s take the example of the right to privacy, which, for the sake of the example, we will assume is a right everyone has. Suppose, then, that one day a couple was involved in activities that they (and we) considered private and that they would feel ashamed about if they thought that anyone else knew they engaged in those activities. They do these things only when they feel certain that no one can see them because they are behind locked doors and drawn window shades. But one day, you manage to climb a tree and with powerful binoculars trained on a tiny tear in their window shades, you manage to look inside their house and see what they are doing. Although what you see disgusts you, you continue to look at them inside their house for some time, and then climb down from your tree and go home. Afterwards you never tell anyone, and you never have any kind of contact with the couple again nor have any impact on their lives of any kind, and the couple never find out you saw them. They blissfully continue to feel for the rest of their lives that no one else knew what they did that day and they never experience the slightest discomfort or pain or injury of any kind from what transpired on that day. It is clear that you violated the rights of the couple—their right to privacy—yet the couple apparently experienced no injury of any sort from you.

Let’s take another example: your friend, Joe, owns a large diamond worth hundreds of thousands of dollars that he keeps in his house in a safe with a combination lock. You discover the combination to the safe and replace it in Joe’s knowledge. You use the diamond as collateral to borrow ten thousand dollars which you invest in the stock market and which you manage to turn into one hundred thousand dollars. You never tell Joe and he never finds out; moreover, what you did never affects him in any way whatsoever, nor does it ever affect your interactions or friendship with him. It is clear again, that here you have violated your friend’s rights yet he has suffered no injury. A person’s rights can be violated, then, even when the person is not injured or hurt in any obvious way. From a rights’ perspective, a person can be wronged without being hurt. Notice, also, that this implies that when rights violations are concerned, it is a mistake for a person to say that he or she did nothing wrong because “no one was hurt.” The absence of “hurt” does not by itself show that no one’s rights were violated.

The most important moral rights—and those that will concern us in this chapter—are rights that impose prohibitions or requirements on others and allow or empower individuals to pursue certain interests or activities. These moral rights (we mean these kinds of rights when we use the term moral rights) identify activities or interests that the individual is empowered to pursue, or must be left free to pursue, or must be helped to pursue, as the individual chooses. They protect the individual’s pursuit of those interests and activities within the boundaries specified by the rights. The right to freedom of religion, for example, identifies religious activities as protected activities that individuals must be left free to pursue as they choose. These kinds of moral rights have three important features that define these enabling and protective functions.

First, moral rights are tightly correlated with duties. This is because one person’s moral right generally can be defined—at least partially—in terms of the moral duties other people have toward that person. To have a moral right necessarily implies that others have certain duties toward the bearer of that right. The moral right freedom of religion, for example, can be defined in terms of the moral duties other people have to not interfere in my chosen form of religious worship. The moral right to a suitable standard of living (assuming this is a moral right) can be defined in terms of the duty that governments (or some other agents of society) have to ensure a suitable standard of living for their citizens. Duties, then, are generally the other side of

---
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- A right is an individual’s entitlement to something.
- Rights derived from a legal system confer entitlements only on individuals who live where that legal system is in force.
- Moral or human rights are entitlements that moral norms confer on all people regardless of their legal system.
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**ETHICAL PRINCIPLES IN BUSINESS**

...
moral rights: If I have a moral right to do something, then other people have a moral
duty not to interfere with me when I do it. If I have a moral right to have someone do
something for me, then that other person (or group of persons) has a moral duty to
do it for me. Thus, moral rights impose correlative duties on others—either duties of
noninterference or duties of positive performance.

In some cases, the correlative duties imposed by a right may fall not on any
specific individual, but on all the members of a group. For example, if a person has
the “right to work” (a right mentioned in the UN Universal Declaration of Human
Rights), this does not necessarily mean that any specific employer has a duty to pro-
vide that person with a job. Rather, it means that all the members of society, through
their public agencies, have the duty of ensuring that jobs are available to workers.

Second, moral rights provide individuals with autonomy and equality in the free
pursuit of their interests. That is, a right identifies activities or interests that people
must be free to pursue or not pursue as they choose (or must be helped to pursue as
they freely choose). This pursuit must not be subordinated to the interests of others
except for special and exceptionally weighty reasons. If I have a right to worship as
I choose, for example, then this implies that I am free to worship, if and as I person-
ally choose, and that I am not dependent on anyone’s permission to worship. It also
implies that I cannot generally be forced to stop worshipping on the basis that society
will gain more benefits if I am kept from worshipping. The gains of others do not

Third, moral rights provide a basis for justifying one’s actions and for invoking
the protection or aid of others. If I have a moral right to do something, then I have a
moral justification for doing it. Moreover, if I have a right to do something, then oth-
ers have no justification for interfering with me. On the contrary, others are justified
in restraining any persons who try to prevent me from exercising my right, or others
may have a duty to aid me in exercising my right. When a stronger person helps a
weaker one defend his or her rights, for example, we generally acknowledge that the
act of the stronger person was justified.

Because moral rights have these three features, they provide bases for making
moral judgments that differ substantially from utilitarian standards. First, moral rights
express the requirements of morality from the point of view of the individual, whereas
utilitarianism expresses the requirements of morality from the point of view of society
as a whole. Moral standards concerned with rights indicate what is due to the indi-
vidual from others, promote the individual’s welfare, and protect the individual’s choices
against encroachment by society. Utilitarian standards promote society’s aggregate
utility, and they are indifferent to the individual’s welfare except insofar as it affects
this social aggregate. Second, rights limit the validity of appeals to social benefits and
to numbers. That is, if a person has a right to do something, then it is wrong for any-
one to interfere, even if a large number of people might gain much more utility from
such interference. If I have a right to life, for example, then it is morally wrong for
someone to kill me even though many others might gain much more from my death
than I will ever gain from living. If the members of a minority group have a right
to free speech, then the majority must leave the minority free to speak, even if the
majority is much more numerous and intensely opposed to what the minority will say.

Although rights generally override utilitarian standards, they are not immune
from all utilitarian considerations: If the utilitarian benefits or losses imposed on
society become great enough, they might be sufficient to breach the protective walls
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Moral Rights
- Can be violated even when “no one is hurt”
- Are correlated with duties others have toward the person with the right
- Provide individuals with autonomy and equality in the free pursuit of their interests
- Provide a basis for justifying one’s actions and for invoking the protection or aid of others
- Focus on securing the interests of the individual unlike utilitarian standards which focus on securing
the aggregate utility of everyone in society.
the right sets up around a person’s freedom to pursue individual interests. In times of war or major public emergencies, for example, it is generally acknowledged that civil rights may legitimately be restricted for the sake of “the public welfare.” The property rights of factory owners may be restricted to prevent pollution that has imposing major damages on the health of others. The more important the interest protected by a right, the larger the utilitarian trade-offs must be. Rights erect higher walls around more important interests, and so the level of social benefits or costs needed to breach the walls must be greater.

**Negative and Positive Rights** A large group of rights called negative rights are rights that can be defined wholly in terms of the duties others have to not interfere in certain activities of the person who holds a given right. For example, if I have a right to privacy, this means that every other person, including my employer, has the duty not to invade my private affairs. If I have a right to use, sell, or destroy my personal business assets, this means that every other person has the duty not to prevent me from using, selling, or destroying my business property as I choose.

In contrast, positive rights do more than impose negative duties. They also imply that some other agents (perhaps society in general) have the positive duty of providing the holders of the right with whatever they need to pursue what the right guarantees. For example, if I have a right to an adequate standard of living, this does not mean merely that others must not interfere; it also means that if I am unable to provide myself with an adequate income, then I must be provided with such an income (perhaps by the government). Similarly, the right to work, the right to an education, the right to adequate health care, and the right to social security are all rights that go beyond noninterference to also impose a positive duty of providing people with something when they are unable to provide it for themselves.

Seventeenth and eighteenth century writers of manifestos (such as the U.S. Declaration of Independence and the Bill of Rights) often appealed to negative rights, particularly when they wanted to protect individuals against the power of kings, queens, and emperors. On the other hand, until the twentieth century, people only occasionally invoked positive rights (the right to be protected from violence by the state, for example, is one positive right that was widely accepted long before the twentieth century). Positive rights became more important in the twentieth century when society increasingly provided the necessities of life for its members who were unable to provide for themselves. These included the right to an education and the right to social security. The UN Universal Declaration of Human Rights is influenced by this trend when it provides for the rights “to food, clothing, housing, and medical care.” The change in the meaning of the phrase “the right to life” is another indication of the rising importance of positive rights. The eighteenth century interpreted the “right to life” as the negative right not to be killed (this is the meaning the phrase has in the Declaration of Independence). The twentieth century, however, has reinterpreted the phrase to refer to the positive right to be provided with the minimum necessities of life.

Much of the debate over moral rights has concentrated on whether negative or positive rights should be given priority. This is the crux of the debate over whether government efforts should be restricted to protecting property and securing law and order (i.e., protecting people’s negative rights) or whether government should also provide the needy with jobs, job training, housing, medical care, and other welfare benefits (i.e., provide for people’s positive rights). So-called “conservative” thinkers have claimed that government efforts should be limited to enforcing negative rights and not expended on providing positive rights. So-called “liberals,” in contrast, hold that positive rights have as strong a claim to being honored as negative rights and,
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**Three Kinds of Moral Rights**
- Negative rights require others leave us alone.
- Positive rights require others help us.
- Contractual or special rights require people keep their agreements.
consequently, government has a duty to provide for both.\textsuperscript{42} Liberal thinkers have also pointed out that the right to have the government provide citizens with protection of their property, and the right to have government provide law and order are both positive rights. Therefore, the idea that government should only enforce negative rights and not provide for people’s positive rights is incoherent because the government can enforce negative rights only if it provides protective services.

**Contractual Rights and Duties** Contractual rights and duties (sometimes called *special rights and duties* or *special obligations*) are the limited rights and correlative duties that arise when one person enters an agreement with another person.\textsuperscript{43} For example, if I contract to do something for you, then you are entitled to my performance. You acquire a contractual *right* to whatever I promised, and I have a contractual *duty* to perform as I promised.

Contractual rights and duties are distinguished, first, by the fact that they attach to *specific* individuals and the correlative duties are imposed only on other *specific* individuals. If I agree to do something for you, everyone else does not acquire new rights over me, nor do I acquire any new duties toward them. Second, contractual rights arise out of a specific transaction between particular individuals. Unless I actually make a promise or enter some other, similar arrangement with you, you do not acquire any contractual rights over me.

Third, contractual rights and duties depend on a publicly accepted system of rules that define the transactions that give rise to those rights and duties.\textsuperscript{44} Contracts, for example, create special rights and duties between people only if these people recognize and accept a system of conventions that specifies that, by doing certain things (such as signing a paper), a person undertakes an obligation to do what the person agrees to do. When a person goes through the appropriate actions, other people know that person is taking on an obligation because the publicly recognized system of rules specifies that such actions count as a contractual agreement. Because the publicly recognized system obligates or requires the person to do what is agreed to, or suffer the appropriate penalties, everyone understands that the person can be relied on to keep the contract and that others can act in accordance with this understanding.

Without the institution of contract and the rights and duties it can create, modern business societies could not operate. Virtually every business transaction at some point requires one of the parties to rely on the word of the other party to the effect that the other party will pay later, will deliver certain services later, or will transfer goods of a certain quality and quantity. Without the social institution of contract, individuals in such situations would be unwilling to rely on the word of the other party, and the transactions would never take place. The institution of contracts provides a way of ensuring that individuals keep their word, and this, in turn, makes it possible for business society to operate. Employers, for example, acquire contractual rights to the services of their employees in virtue of the work contract that employees enter, and sellers acquire contractual rights to the future cash that credit buyers agree to give them.

Contractual rights and duties also provide a basis for the special duties or obligations that people acquire when they accept a position or role within a legitimate social institution or an organization. For example, married parents have a special duty to care for the upbringing of their children, doctors have a special duty to care for the health of their patients, and managers have a special duty to care for the organization they administer. In each of these cases, there is a publicly accepted institution (such as a familial, medical, or corporate institution) that defines a certain position or role (such as parent, doctor, or manager) on which the welfare of certain vulnerable persons (such as the parents’ children, the doctor’s patients, or the...
manager’s corporate stakeholders) depends. Society attaches to these institutional roles special duties of caring for these vulnerable dependents and protecting them from injury—duties that the people who enter the role know they are expected to fulfill. When a person freely enters the role knowing what duties society attaches to the acceptance of the role, that person in effect enters an agreement to fulfill those duties. The existence of a system of contractual obligations ensures that individuals fulfill these agreements by laying on them the public obligations that all agreements carry. As a result, these familial, medical, and corporate institutions can continue to exist, and their vulnerable members are protected against harm. We should recall here that a person’s institutional duties are not unlimited. We have noted that as a “loyal agent,” the manager’s duties to care for the corporation are limited by the ethical principles that govern any person. Similarly, a doctor cannot kill some patients to obtain vital organs for other patients whom he or she has a duty to care for.

What kind of ethical rules govern contracts? The system of rules that underlies contractual rights and duties has been traditionally interpreted as including several moral constraints:

1. Both of the parties to a contract must have full knowledge of the nature of the agreement they are entering into.
2. Neither party to a contract must intentionally misrepresent the facts of the contractual situation to the other party.
3. Neither party to the contract must be forced to enter the contract under duress or coercion.
4. The contract must not bind the parties to an immoral act.

Contracts that violate one or more of these four conditions have traditionally been considered void. The basis of these sorts of conditions is discussed next.

**A Basis for Moral Rights: Kant**

How do we know that people have rights? This question can be answered in a fairly straightforward way when it is asked about legal rights: A person has legal rights because the person lives within a legal system that guarantees those rights. However, what is the basis of moral rights?

Utilitarians have suggested that utilitarian principles can provide a basis for moral rights. They have argued that people have moral rights because having moral rights maximizes utility. It is doubtful, however, that utilitarianism provides an adequate basis for moral rights. To say that someone has a moral right to do something is to say that person is entitled to do it regardless of the utilitarian benefits it provides for others. Utilitarianism cannot easily support such a nonutilitarian concept.

A more satisfactory foundation for moral rights is provided by the ethical theory developed by Immanuel Kant (1724–1804). Kant, in fact, attempts to show that there are certain moral rights and duties that all human beings possess regardless of any utilitarian benefits that the exercise of those rights and duties may provide for others.

Kant’s theory is based on a moral principle that he called the categorical imperative and that requires that everyone should be treated as a free person equal to everyone else. That is, everyone has a moral right to such treatment, and everyone has the correlative duty to treat others in this way. Kant provides more than one way of formulating this basic moral principle; each formulation serves as an explanation of the meaning of this basic moral right and correlative duty.
The First Formulation of Kant’s Categorical Imperative

Kant’s first formulation of the categorical imperative is as follows: “I ought never to act except in such a way that I can also will that my maxim should become a universal law.”48 A maxim for Kant is the reason a person in a certain situation has for doing what he or she plans to do. A maxim would “become a universal law” if every person in a similar situation chose to do the same thing for the same reason. Kant’s first version of the categorical imperative, then, comes down to the following principle:

An action is morally right for a person in a certain situation if, and only if, the person’s reason for carrying out the action is a reason that he or she would be willing to have every person act on, in any similar situation.

An example may help clarify what Kant’s principle of the categorical imperative means. Suppose that I am trying to decide whether to fire an employee because I do not like the employee’s race. According to Kant’s principle, I must ask myself whether I would be willing to have an employer fire any employee whenever the employer does not like the race of the employee. In particular, I must ask myself whether I would be willing to be fired myself should my employer not like my race. If I am not willing to have everyone act in this way, even toward me, then it is morally wrong for me to act in this way toward others. A person’s reasons for acting, then, must be “reversible”; one must be willing to have all others use those reasons even against oneself. There is an obvious similarity, then, between Kant’s categorical imperative and the so-called golden rule: “Do unto others as you would have them do unto you.”

Kant points out that sometimes it is not even possible to conceive of having everyone act on a certain reason, much less be willing to have everyone act on that reason.49 To understand this, consider a second example. Suppose that I am thinking of breaking a contract because it is committed me to do something I do not want to do. Then, I must ask whether I would be willing to allow everyone to break any contract that they did not want to keep. But it is impossible to even conceive of everyone making contracts they do not have to keep. Why? Because if everyone knew that they were allowed to break any contract they did not want to keep, then people would not bother to make contracts. Why would anyone make a contract that no one had to keep? Consequently, because it is impossible to conceive of a world in which people make contracts they do not have to keep, it is also impossible for me to be willing to have everyone make contracts they do not have to keep. How can I will something I cannot even conceive? It would be wrong, therefore, for me to break a contract simply because I do not want to keep it. A person’s reasons for acting, then, must also be universalizable: It must be possible, at least in principle, for everyone to act on those reasons.

The first formulation of the categorical imperative, then, incorporates two criteria for determining moral right and wrong—universalizability and reversibility:

**UNIVERSALIZABILITY:** The person’s reasons for acting must be reasons that everyone could act on at least in principle.

**REVERSIBILITY:** The person’s reasons for acting must be reasons that that person would be willing to have all others use, even as a basis of how they treat him or her.

This formulation of Kant’s categorical imperative is attractive for a number of reasons. One important reason is that it captures some of the ways we ordinarily determine moral right and wrong. Frequently, for example, we say to a person...
who has wrongly injured someone or who is about to wrongly injure someone: “How would you like it if he did that to you?” or “How would you like it if you were in his (or her) place?” When we say this, we are appealing to something like reversibility. We are saying that an action cannot be right if it does not pass the test of reversibility, which is the basis of Kant’s categorical imperative. On the other hand, we may say to the person who is considering doing something wrong: “What if everybody did that?” When we ask this question, we are appealing to universalizability. We are, in effect, saying that it is wrong to do something if it does not pass the test of universalizability, which again, is what Kant’s categorical imperative requires.

How does Kant argue for the categorical imperative? To begin with, consider that Kant’s categorical imperative focuses on a person’s interior motivations and not on the external consequences of his or her actions. Moral right and wrong, according to Kant, are distinguished not by what a person accomplishes, but by the reasons or motives the person has for doing what he or she does. Kant argues that an action “has no moral worth,” if a person does the action only out of self-interest or only because it gives him or her pleasure. In other words, morality is not about pursuing self-interest nor about doing what gives us pleasure; morality is about doing what is right whether or not it is in our self-interest and whether or not it makes us feel good. A person’s action has “moral worth” then, only to the degree that it is also motivated by a sense of “duty,” that is, a belief that it is the right way for all people to behave in similar circumstances. Consequently, Kant concludes, my action has “moral worth” (i.e., it is morally right) only to the extent that it is motivated by reasons that I would be willing to have every person act on when they are in similar circumstances. This consequence or conclusion is Kant’s categorical imperative.

The Second Formulation of Kant’s Categorical Imperative

The second formulation Kant gives of the categorical imperative is this: “Act in such a way that you always treat humanity, whether in your own person or in the person of any other, never simply as a means, but always at the same time as an end.” Or never treat people only as means, but always also as ends. What Kant means by “treating humanity as an end” is that we should treat each human being as a free and rational person. This means two things: (1) Respect each person’s freedom by treating that person only as she has freely and rationally consented to be treated, and (b) contribute to each person’s ability to pursue those ends she has freely and rationally chosen to pursue. The phrase “freely and rationally” here refers to the kind of choices a person makes when her choices are not forced and she both knows and chooses what is in her best interests. On the other hand, to treat a person only as a means is to use the person as an instrument for advancing one’s own while disregarding the person’s choices and interests. This neither respects her freedom to choose for herself what she will do, nor contributes to her ability to pursue what she has freely and rationally chosen to pursue. Kant’s second version of the categorical imperative, then, can be expressed in the following principle:

An action is morally right for a person if, and only if, in performing the action, the person does not use others only as a means for advancing his or her own interests, but always (1) treats them as they have freely and rationally consented to be treated, and (2) contributes to their ability to pursue what they have freely and rationally chosen to pursue.

---
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Kant’s Second Version of the Categorical Imperative

- Never use people only as means to your ends, but always treat them as they freely and rationally consent to be treated and help them pursue their freely and rationally chosen ends.
- Based on the idea that humans have a dignity that makes them different from mere objects.
- It is, according to Kant, equivalent to the first formulation.

• It is, according to Kant, equivalent to the first formulation.
This version of the categorical imperative implies that human beings have a dignity that sets them apart from things such as tools or machines and that is incompatible with being manipulated, deceived, or otherwise unwillingly exploited to satisfy the self-interests of another. The principle in effect says that people should not be treated as objects incapable of free and rational choice. By this principle, an employee may legitimately be asked to perform the unpleasant (or even dangerous) tasks involved in a job if the employee freely and rationally consented to take the job knowing that it would involve these tasks. However, it would be wrong to subject an employee to health risks without the employee’s knowledge. In general, deception, force, and manipulation fail to respect people’s freedom to choose for themselves and are therefore unethical (unless, perhaps, a person first freely consented to have force used against him or herself).

Kant argues that making fraudulent contracts by deceiving others is wrong and that deliberately refraining from giving others help when they need it is also wrong. By deceiving a person into making a contract that the person would not knowingly choose to make, I am deliberately treating her in a way that she has not freely and rationally consented to be treated, and so I am only using her to advance my own interests. By intentionally refraining from helping another person when I see that person needs the help that I can provide, I fail to contribute to the person’s ability to pursue the ends she has chosen to pursue.

The second formulation of the categorical imperative, according to Kant, is really equivalent to the first. The first version says that what is morally right for me must be morally right for others: Everyone is of equal value. If this is so, then no person’s freedom should be subordinated to that of others so that the person is used merely to advance the interests of others. Because everyone is of equal value, no one’s freedom to choose can be sacrificed for the sake of the interests of others. This, of course, is what the second version of the categorical imperative requires. Both formulations come down to the same thing: People are to treat each other as beings who are equally free to pursue what they themselves choose to pursue.

**Kantian Rights**

A large number of authors have held that the categorical imperative (in one or the other of its formulations) explains why people have moral rights. As we have seen, moral rights identify interests that all humans must be free to pursue as they choose (or must be helped to pursue as they choose) and whose free pursuit must not be subordinated to the interests of others. That is precisely what both formulations of Kant’s categorical imperative require in holding that people must be respected as free and rational in the pursuit of their interests. In short, *moral rights* identify the specific major areas in which we must deal with each other as free and rational persons, and Kant’s *categorical imperative* implies that persons generally should deal with each other in precisely this way.

The categorical imperative, however, cannot by itself tell us what particular moral rights we have. To know what particular moral rights we have, two things are necessary. First, we must determine what specific interests human beings have simply in virtue of being human beings. Second, we must determine which particular interests are so important that they merit being given the status of a right. In light of Kant’s two versions of the categorical imperative, an interest would have such importance if (1) we would not be willing to have everyone (including ourselves) deprived of the freedom to pursue that interest, and (2) the freedom to pursue that interest is necessary if we are to live as free and rational beings. For example, to establish that we have a right to free speech, we have to show that we have an interest in freedom of speech.
and that it is so important to us that we are not willing for everyone to be deprived of it and, moreover, it is needed if we are to live as free rational persons. Many people have argued that freedom of speech is indeed critically important for several reasons: it protects us against government and other powerful parties; it lets wrongdoing and injustice be known; it enables us to govern ourselves; it allows us to determine the truth through discussion; and it lets us express our true feelings and convictions.⁵⁴ For these reasons, free speech seems to be so important that we would not be willing to have everyone (including ourselves) deprived of freedom of speech, and freedom of speech seems necessary if we are to live as free and rational beings. If this is true, then our interest in free speech is one that should be elevated to the status of a right and we can, therefore, conclude that humans have a moral right to freedom of speech. However, insofar as free speech conflicts with other human interests that are of equal or greater importance (such as our interest in not being harmed or libeled), the right to freedom of speech must be limited.

Although later chapters of this book present various arguments in support of several particular rights, it might be helpful here to give a rough sketch of how some rights have been plausibly defended on the basis of Kant’s two formulations of the categorical imperative. First, human beings have a clear interest in being provided with the work, food, clothing, housing, and medical care they need to live on when they cannot provide for themselves. Suppose we agree that we would not be willing to have everyone (especially ourselves) deprived of such help when it is needed and that such help is necessary if a person’s capacity to choose freely and rationally is to develop and even survive.⁵⁵ (We can hardly choose freely and rationally when we are starving, homeless, and sick.) If so, then no individual should be deprived of such help. That is, human beings have positive moral or human rights to the work, food, clothing, housing, and medical care they need to survive when they cannot provide for themselves and these goods are available.

Second, human beings also have a clear interest in being free from injury or fraud and in being free to think, have privacy, and associate with whomever they choose. Suppose we agree that we are unwilling to have everyone be deprived of these freedoms and that interference in these freedoms limits a person’s capacity to freely and rationally choose for themselves what they will do.⁵⁶ If so, then Kant’s moral principles imply that everyone should be free of the interference of others in these areas. That is, human beings have these negative rights: the right to freedom from injury or fraud, freedom of thought, freedom of association, freedom of speech, and the right to privacy.

Third, as we have seen, human beings have a clear interest in preserving the institution of contracts. Suppose we agree that we would lose the institution of contracts (which we are unwilling to do) if everyone stopped honoring their contracts, or if everyone had to honor contracts that were made under duress or without full information. Suppose we also agree that we show respect for people’s freedom and rationality by honoring the contracts they freely make with us and by leaving them free and fully informed about any contracts they make with us.⁵⁷ If so, then everyone should honor their contracts and everyone should be fully informed and free when making contracts. That is, human beings have a contractual right to what they have been promised in contracts, and everyone also has a right to be left free and fully informed when contracts are made.

We have only sketched in barest outline some of the rights that Kant’s moral principles can support. A full justification of each of these rights requires a lot more in the way of qualifications, adjustments with other (conflicting) interests, and full supporting arguments. Crude as it is, however, the brief sketch above provides some idea of how Kant’s categorical imperative can explain and justify positive, negative, and contractual rights.
Problems with Kant

Despite the attractiveness of Kant’s theory, critics have argued that, like utilitarianism, it has limitations and inadequacies. A first problem that critics have traditionally pointed out is that Kant’s theory is not clear enough to always be useful. One difficulty lies in trying to determine whether one would (as the first formulation requires) “be willing to have everyone follow” a certain policy. Although the general thrust of this requirement is more or less clear, it sometimes leads to problems. For example, suppose I am a murderer: Would I then be willing to have everyone follow the policy that all murderers should be punished? In a sense, I would be willing to because I would want to be protected from other murderers. Yet, in another sense, I would not be willing because I do not want to be punished myself. Which sense is correct? It is also sometimes difficult to determine whether one person is using another “merely as a means” (as the second formulation states we should never do). Suppose, for example, that Ms. Jones, an employer, only pays minimum wages to her employees and refuses to install the safety equipment they want, yet she says she is “respecting their capacity to freely choose for themselves” because she is willing to let them work elsewhere if they choose. Is she then treating them merely as means or also as ends? Critics complain that Kant’s theory is too vague to answer such questions.

There are cases, then, where the requirements of Kant’s theory are unclear. A second problem is that some critics claim that, although we might be able to agree on the kinds of interests that have the status of moral rights, there is substantial disagreement concerning what the limits of each of these rights are and concerning how each of these rights should be balanced against other conflicting rights. Kant’s theory does not help us resolve these disagreements. For example, we all agree that everyone should have a right to associate with whomever they want, as well as a right not to be injured by others. However, how should these rights be balanced against each other when a certain association of people begins to injure others? For example, suppose the loud music of a group of trombone players disturbs others, or suppose a corporation (or just any association of people) pollutes the air and water on which the health of others depends. Kant’s categorical imperative does not tell us how the conflicting rights of these persons should be adjusted to each other. Which right should be limited in favor of the other?

A defender of Kant, however, can counter this second criticism by holding that Kant’s categorical imperative is not intended to tell us how conflicting rights should be limited and adjusted to each other. To decide whether one right should be curtailed in favor of a second right, one has to examine the relative importance of the interests that each right protects. What arguments can be given to show, for example, that a corporation’s interest in financial gains is more or less important than the health of its neighbors? The answer to this question determines whether a corporation’s right to use its property for financial gains should be limited in favor of its neighbors’ right not to have their health injured. All that Kant’s categorical imperative is meant to tell us is that everyone must have equal moral rights and everyone must show as much respect for the protected interests of others as they want others to show for their own. It does not tell us what interests people have nor what their relative importance is.

A third group of criticisms that have been made of Kant’s theory is that there are counterexamples that show the theory sometimes goes wrong. Most counterexamples to Kant’s theory focus on the criteria of universalizability and reversibility. Suppose that an employer can get away with discriminating against black employees by paying them lower wages than white employees for the same work. Suppose also that he is so fanatical in his dislike of blacks that he is willing to accept the proposition that if his or her own skin were black, employers should also discriminate against him.
Then, according to Kant’s theory, the employer would be acting morally when he discriminates against blacks. Kant’s theory here has clearly led us to a false conclusion because discrimination is obviously immoral.

Defenders of a Kantian approach to ethics, of course, would reply that it is the critics, not Kant, who are mistaken. If the employer genuinely and conscientiously would be willing to universalize the principles on which he is acting, then the action is, in fact, morally right for him.62 For us, who would be unwilling to universalize the same principle, the action would be immoral. We may also find that it would be morally right for us to impose sanctions on the employer to stop him from discriminating. Insofar as the employer is trying to remain true to his own universal principles, he is acting conscientiously and, therefore, in a moral manner.

The Libertarian Objection: Nozick

Several libertarian philosophers have proposed important views on rights that are different from the ones we have previously discussed. Libertarian philosophers go beyond the general presumption that freedom from human constraint is usually good; they claim that such freedom is necessarily good and that all constraints imposed by others are necessarily evil except when needed to prevent the imposition of greater human constraints. The late philosopher Robert Nozick, for example, claimed that the only basic right that every individual possesses is the negative right to be free from the coercion of other human beings.63 This negative right to freedom from coercion, according to Nozick, must be recognized if individuals are to be treated as distinct persons with separate lives, each of whom has an equal moral weight that may not be sacrificed for the sake of others. The only circumstances under which coercion may be exerted on a person is when it is necessary to keep that person from coercing others.

According to Nozick, prohibiting people from coercing others constitutes a legitimate moral constraint that rests on “the underlying Kantian principle that individuals are ends and not merely means; they may not be sacrificed or used for the achieving of other ends without their consent.”64 Thus, Nozick seems to hold that Kant’s theory supports his own views on freedom.

Nozick goes on to argue that the negative right to freedom from the coercion of others implies that people must be left free to do what they want with their own labor and with whatever products they manufacture by their labor.65 This, in turn, implies that people must be left free to acquire property, to use it in whatever way they wish, and to exchange it with others in free markets (so long as the situation of others is not thereby harmed or “worsened”). Thus, the libertarian view that coercive restrictions on freedom are immoral (except when needed to restrain coercion) is also supposed to justify the free use of property, freedom of contract, a free market system, and the elimination of taxes to pay for social welfare programs. However, there is no basis for any positive rights nor for the social programs they might require.

Nozick and other libertarians, however, pass over the fact that the freedom of one person necessarily imposes constraints on others. Such constraints are inevitable because when one person is granted freedom, other persons must be constrained from interfering with that person. If I am to be free to do what I want with my property, for example, other people must be constrained from trespassing on it and from taking it from me. Even the “free market system” advocated by Nozick depends on an underlying system of coercion: I can sell something only if I first own it, and ownership depends essentially on an enforced (coercive) system of property laws. Consequently, because granting a freedom to one person necessarily imposes constraints on others, it follows that if constraints require justification, freedom will also always require justification.
The same point can be made in a different way. Because there are many different kinds of freedoms, the freedom one group of agents is given to pursue some of its interests will usually restrict the freedom other agents have to pursue other, conflicting interests. For example, the freedom of corporations to use their property to pollute the environment as they want can restrict the freedom of individuals to breathe clean air whenever they want. The freedom of employees to unionize as they want can conflict with the freedom of employers to hire whatever nonunion workers they want. Consequently, allowing one kind of freedom to one group requires restricting some other kind of freedom for some other group. A decision in favor of the freedom to pursue one interest implies a decision against the freedom to pursue another kind of interest. This means that we cannot argue in favor of a certain kind of freedom by simply claiming that constraints are always evil and must always be replaced by freedom. Instead, an argument for a specific freedom must show that the interests that can be satisfied by that kind of freedom are somehow better or more worth satisfying than the interests that other, opposing kinds of freedoms could satisfy. Libertarians generally fail to supply such arguments.

Moreover, it is not obvious that Kant’s principles can support the libertarian views of Nozick. Kant holds, as we saw, that we should respect the dignity of every person and contribute to each person’s ability to pursue the ends they have freely and rationally chosen to pursue. Because we have these duties to each other, government coercion is legitimate when it is needed to ensure that the dignity of citizens is being respected or when it is needed to help people pursue ends they freely and rationally choose to pursue. This, as Kant argues, means that government may legitimately place limits on the use of property and on contracts and impose market restrictions and compulsory taxes when these are needed to, as he wrote, help persons “who are not able to support themselves.” Kant gives us no reason to think that only negative rights exist. People can also have positive rights, and Kant’s theory supports these as much as it supports negative rights.

3 Justice and Fairness

Several years ago, a Senate subcommittee heard the testimony of several workers who had contracted “brown lung” disease by breathing cotton dust while working in cotton mills in the South. Brown lung is a chronic disabling respiratory disease with symptoms similar to asthma and emphysema and is a cause of premature death. The disabled workers were seeking a federal law that would facilitate the process of getting disability compensation from the cotton mills, similar to federal laws covering “black lung” disease contracted in coal mines.

Senator Strom Thurmond:

A number of people have talked to me about this and they feel that if the federal government enters the field of black lung, it should enter the field of brown lung; and if those who have suffered from black lung are to receive federal consideration, then it seems fair that those who have suffered from brown lung receive federal consideration.... If our [state’s cotton mill] workers have been injured and haven’t been properly compensated, then steps should be taken to see that it is done. We want to see them treated fairly and squarely and properly, and so we look forward to ... the testimony here today.
Mrs. Beatrice Norton:

I started in the mill when I was fourteen years old and I had to get out in 1968.... I worked in the dust year after year, just like my mother. I got sicker and sicker... I suddenly had no job, no money, and I was sick, too sick to ever work in my life again.... State legislators have proven in two successive sessions that they are not going to do anything to help the brown lung victims, so now we come to you in Washington and ask for help. We’ve waited a long time, and many of us have died waiting. I don’t want to die of injustice.

Mrs. Vinnie Ellison:

My husband worked for twenty-one years [in the mill] in Spartanburg, and he worked in the dustiest parts of the mill, the opening room, the cardroom, and cleaning the air-conditioning ducts.... In the early sixties he started having trouble keeping up his job because of his breathing. His bossman told him that he had been a good worker, but wasn’t worth a damn anymore, and fired him.... He had no pension and nothing to live on and we had to go on welfare to live.... My husband worked long and hard and lost his health and many years of pay because of the dust. It isn’t fair that [the mill] threw him away like so much human garbage after he couldn’t keep up his job because he was sick from the dust. We are not asking for handouts; we want what is owed to my husband for twenty-five years of hard work.

Disputes among individuals in business often refer to justice or fairness. This is the case, for example, when one person accuses another of unjustly discriminating against him or her, showing unjust favoritism toward someone else, or not shouldering a fair share of the burdens involved in some cooperative venture. Resolving disputes like these requires that we compare and weigh the conflicting claims of each of the parties and strike a balance between them. Justice and fairness are essentially comparative. They are concerned with how one group’s treatment compares to the way another group is treated, particularly when benefits and burdens are distributed, when rules and laws are administered, when members of a group cooperate or compete with each other, and when people are punished for the wrongs they have done or compensated for the injuries they have suffered. Although the terms justice and fairness are used almost interchangeably, we tend to reserve the word justice for matters that are especially serious, although some authors have held that the concept of fairness is more fundamental.  

Standards of justice are generally taken to have more weight than utilitarian considerations. If a society is unjust to many of its members, then we normally condemn that society, even if the injustices secure more utilitarian benefits for everyone. If we think that slavery is unjust, for example, then we condemn a society that uses slavery even if slavery makes that society more productive. Greater benefits for some cannot justify injustices against others. Nonetheless, we also seem to hold that if the social gains are sufficiently large, a certain level of injustice may legitimately be tolerated. In countries with extreme deprivation and poverty, for example, we seem to hold that some degree of equality may be traded for major economic gains that leave everyone better off. Standards of justice do not generally override the moral rights of individuals. Part of the reason for this is that, to some extent, justice is based on individual moral rights. The moral right to be treated as a free and equal person, for example, is part of what lies behind the idea that benefits and burdens should be distributed equally.
More important is the fact that, as we saw, a moral right identifies interests people have, the free pursuit of which may not be subordinated to the interests of others except where there are special and exceptionally weighty reasons. For the most part, the moral rights of some individuals cannot be sacrificed merely in order to secure a somewhat better distribution of benefits for others. However, correcting extreme injustices may justify restricting the rights of some individuals. Property rights, for example, might be legitimately redistributed for the sake of justice. We will discuss these kinds of trade-offs more fully in this chapter after we have determined what justice means.

Issues involving questions of justice and fairness are usually divided into three categories. **Distributive justice**, the first and basic category, is concerned with the fair distribution of society’s benefits and burdens. In the brown lung hearings, for example, Senator Thurmond pointed out that if federal law helped workers afflicted by black lung, then it was only “fair” that it also help workers afflicted by brown lung. **Retributive justice**, the second category, refers to the just imposition of punishments and penalties on those who do wrong. A just penalty is one that in some sense is deserved by the person who does wrong. Retributive justice would be at issue, for example, if we were to ask whether it would be fair to penalize cotton mills for causing brown lung disease among their workers. **Compensatory justice**, the third category, concerns the just way of compensating people for what they lost when others wronged them. A just compensation is one that, in some sense, is proportional to the loss suffered by the person being compensated (such as loss of livelihood). During the brown lung hearings, both Mrs. Norton and Mrs. Ellison claimed that, in justice, they were owed compensation from the cotton mills because of injuries inflicted by the mills.

This section examines each of these three kinds of justice separately. The section begins with a discussion of a basic principle of distributive justice (equals should be treated as equals) and then examines several views on the criteria relevant to determining whether two persons are equal. The section then turns to much briefer discussions of retributive and compensatory justice.

### Distributive Justice

Questions of distributive justice arise when different people make claims on society’s benefits and burdens and all the claims cannot be satisfied. The central cases are those where there is a scarcity of benefits—such as jobs, food, housing, medical care, income, and wealth—as compared with the numbers and desires of the people who want these goods. The other side of the coin is that there may be too many burdens—unpleasant work, drudgery, substandard housing, health injuries of various sorts—and not enough people willing to shoulder them. If there were enough goods to satisfy everyone’s desires and enough people willing to share society’s burdens, then conflicts between people would not arise and distributive justice would not be needed.

When people’s desires and aversions exceed the adequacy of their resources, they are forced to develop principles for allocating scarce benefits and undesirable burdens in ways that are just and that resolve the conflicts in a fair way. The development of such principles is the concern of distributive justice.

The fundamental principle of distributive justice is that equals should be treated equally and unequals treated unequally. More precisely, the fundamental principle of distributive justice may be expressed as follows:

Individuals who are similar in all respects relevant to the kind of treatment in question should be given similar benefits and burdens, even if they are...
dissimilar in other irrelevant respects; and individuals who are dissimilar in a relevant respect ought to be treated dissimilarly, in proportion to their dissimilarity.

For example, if Susan and Bill are both doing the same work for me and there are no relevant differences between them or the work they are doing, then, in justice, I should pay them equal wages. However, if Susan is working twice as long as Bill and if length of working time is the relevant basis for determining wages on the sort of work they are doing, then, to be just, I should pay Susan twice as much as Bill. To return to our earlier example, if the federal government rightly helps workers who have suffered from black lung and there are no relevant differences between such workers and workers who have suffered from brown lung, then, as Senator Thurmond said, it is “fair that those who have suffered from brown lung [also] receive federal consideration.”

This fundamental principle of distributive justice, however, is purely formal.\(^7\) It is based on the purely logical idea that we must be consistent in the way we treat similar situations. The principle does not indicate the “relevant respects” that can provide the basis for similarity or dissimilarity of treatment. For example, is race relevant when determining who should get what jobs? Most of us would say “no,” but then what characteristics are relevant when determining what benefits and burdens people should receive? We turn now to examine different views on the kinds of characteristics that may be relevant. Each of these views provides a material principle of justice (i.e., a principle that gives specific content to the fundamental principle of distributive justice). For example, one simple principle that people often use to decide who should receive a limited or scarce good is the “first-come, first-served” principle that operates when waiting in line to receive something, as well as in the seniority systems used by businesses. The “first-come, first-served” principle assumes that being first is a relevant characteristic for determining who should be the first party served when not all can be served at once. The reader can undoubtedly think of many other such simple principles that we use. However, here we will concentrate on several principles that are often thought to be more fundamental than principles such as “first-come, first-served.”

### Justice as Equality: Egalitarianism

Egalitarians hold that there are no relevant differences among people that can justify unequal treatment.\(^7\) According to the egalitarian, all benefits and burdens should be distributed according to the following formula:

\[
\text{Every person should be given exactly equal shares of a society’s or a group’s benefits and burdens.}
\]

Egalitarians base their view on the proposition that all human beings are equal in some fundamental respect and that, in virtue of this equality, each person has an equal claim to society’s goods.\(^7\) According to the egalitarian, this implies that goods should be allocated to people in equal portions.

Equality has been proposed as a principle of justice not only for entire societies, but also within smaller groups or organizations. Within a family, for example, it is often assumed that children should over the course of their lives receive equal shares of the goods parents make available to them. In some companies and in some workgroups, particularly when the group has strong feelings of solidarity and is working at tasks that require cooperation, workers feel that all should receive equal compensation.
for their work. Interestingly, when workers in a group receive equal compensation, they tend to become more cooperative with each other and to feel greater solidarity with each other.\textsuperscript{77} Also interestingly, workers in countries such as Japan, which is characterized as having a more collectivist culture, prefer the principle of equality more than workers in countries such as the United States, which is characterized as having a more individualistic culture.\textsuperscript{78}

Equality has appeared to many to be as an attractive social ideal, and inequality as a defect. “All men are created equal,” states the U.S. Declaration of Independence, and the ideal of equality has been the driving force behind the emancipation of slaves; the prohibition of indentured servantude; the elimination of racial, sexual, and property requirements on voting and holding public office; and the institution of free public education. People in the United States have long prided themselves on the lack of overt status consciousness in their social relations.

Despite their popularity, however, egalitarian views have been subjected to heavy criticisms. One line of attack has focused on the egalitarian claim that all human beings are equal in some fundamental respect.\textsuperscript{79} Critics claim that there is no quality that all human beings possess in precisely the same degree: Human beings differ in their abilities, intelligence, virtues, needs, desires, and all other physical and mental characteristics. If this is so, then human beings are unequal in all respects.

A second set of criticisms argues that the egalitarian ignores some characteristics that should be taken into account in distributing goods both in society and in smaller groups: need, ability, and effort.\textsuperscript{80} If everyone is given exactly the same things, critics point out, then the lazy person will get as much as the industrious one, although the lazy one does not deserve as much. If everyone is given exactly the same, then the sick person will get only as much as a healthy one, although the sick person needs more. If everyone is given exactly the same, the handicapped person will have to do as much as a more able person, although the handicapped person has less ability. If everyone is given exactly the same, then individuals will have no incentives to exert greater efforts in their work. As a result, society’s productivity and efficiency may decline.\textsuperscript{81} Critics allege that egalitarianism must be mistaken because the egalitarian formula ignores all these facts, and because it is clear that they should be taken into account.

Some egalitarians have tried to strengthen their position by distinguishing two different kinds of equality: political equality and economic equality.\textsuperscript{82} Political \textbf{equality} refers to an equal participation in, and treatment by, the means of controlling and directing the political system. This includes equal rights to participate in the legislative process, equal civil liberties, and equal rights to due process. Economic \textbf{equality} refers to equality of income and wealth and equality of opportunity. The criticisms leveled against equality, according to some egalitarians, only apply to economic equality and not to political equality. Although everyone will concede that differences of need, ability, and effort may justify some inequalities in the distribution of income and wealth, everyone will also agree that political rights and liberties should not be unequally distributed. Thus, the egalitarian position may be correct with respect to political equality even if it is mistaken with respect to economic equality.

Other egalitarians have claimed that even economic equality is defensible if it is suitably limited. Thus, they have argued that every person has a right to a minimum standard of living and that income and wealth should be distributed equally until this standard is achieved for everyone.\textsuperscript{83} The economic surplus that remains after everyone has achieved the minimum standard of living can then be distributed unequally according to need, effort, and so on. A major difficulty that this limited type of economic egalitarianism must face, however, is specifying what it means by minimum standard of living. Different societies and cultures have different views as

\begin{itemize}
  \item \textbf{political equality} Equal participation in, and treatment by, the political system.
  \item \textbf{economic equality} Equality of income, wealth, and opportunity.
\end{itemize}
to what constitutes the necessary minimum standard. A relatively primitive economy will place the minimum at a lower point than a relatively affluent one. Nonetheless, most people would agree that justice requires that affluent societies satisfy at least the basic needs of their members and not let them die of starvation, exposure, or disease.

**Justice Based on Contribution: Capitalist Justice**

Some writers have argued that a society’s benefits should be distributed in proportion to what each individual contributes to a society and/or to a group. The more a person contributes to a society’s pool of economic goods, for example, the more that person is entitled to take from that pool; the less an individual contributes, the less that individual should get. The more a worker contributes to a project, the more that worker should be paid. According to this capitalist view of justice, when people engage in economic exchanges with each other, what a person gets out of the exchange should be at least equal in value to what the person contributed. Justice requires, then, that the benefits people receive should be proportional to the value of their contribution. In a more simple statement:

Benefits should be distributed according to the value of the contribution the individual makes to a society, a task, a group, or an exchange.

The principle of contribution is perhaps the principle of fairness most widely used to establish salaries and wages in U.S. companies. In workgroups, particularly when relationships among the members of the group are impersonal and the product of each worker is independent of the efforts of the others, workers tend to feel that they should be paid in proportion to the work they have contributed. Salespeople out on the road, for example, or workers at individual sewing machines sewing individual garments or doing other piecework tend to feel that they should be paid in proportion to the quantity of goods they have individually sold or made. Interestingly, when workers are paid in accordance with the principle of contribution, this tends to promote among them an uncooperative and even competitive atmosphere in which resources and information are less willingly shared and in which status differences emerge. Workers in countries that are characterized as having a more individualistic culture, such as the United States, like the principle of contribution more than workers in countries that are characterized as having a more collectivist culture, such as Japan.

The main question raised by the contributive principle of distributive justice is how the “value of the contribution” of each individual is to be measured. One long-lived tradition has held that contributions should be measured in terms of work effort. The more effort people put forth in their work, the greater the share of benefits to which they are entitled. The harder one works, the more one deserves. This is the assumption behind the Puritan ethic, which held that individuals had a religious obligation to work hard at their calling (the vocation to which God summons each individual) and that God justly rewards hard work with wealth and success, while He justly punishes laziness with poverty and failure. In the United States, this Puritan ethic has evolved into a secularized work ethic, which places a high value on individual effort and which assumes that, whereas hard work does and should lead to success, loafing is and should be punished.

However, there are many problems with using effort as the basis of distribution. First, to reward a person’s efforts without any reference to whether the person produces anything worthwhile through these efforts is to reward incompetence and inefficiency. Second, if we reward people solely for their efforts and ignore their abilities and relative productivity, then talented and highly productive people will be given
little incentive to invest their talent and productivity in producing goods for society. As a result, the welfare of society will decline.

A second important tradition has held that contributions should be measured in terms of productivity: The greater the quantity of a person’s contributed product, the more that person should receive. \textit{(Product} here should be interpreted broadly to include services rendered, capital invested, commodities manufactured, and any type of literary, scientific, or aesthetic works produced.\textit{)} A major problem with this second proposal is that it ignores people’s needs. Handicapped, ill, untrained, and immature persons may be unable to produce anything worthwhile; if people are rewarded on the basis of their productivity, the needs of these disadvantaged groups will not be met. The main problem with this second proposal is that it is difficult to place any objective measure on the value of a person’s product, especially in fields such as science, the arts, entertainment, athletics, education, theology, and health care. Who would want to have their products priced on the basis of someone else’s subjective estimates?

To deal with the last difficulty mentioned, some authors have suggested a third and highly influential version of the principle of contribution. They have argued that the value of a person’s product should be determined by the market forces of supply and demand.\textit{91} The value of a product would then depend not on its intrinsic value, but on the extent to which it is both relatively scarce and is viewed by buyers as desirable. In other words, the value of a person’s contribution is equal to whatever that contribution would sell for in a competitive market. People then deserve to receive whatever the market value of their product is worth in exchange with others. Unfortunately, this method of measuring the value of a person’s product still ignores people’s needs. Moreover, to many people, market prices are an unjust method of evaluating the value of a person’s product precisely because markets ignore the intrinsic values of things. Markets, for example, reward entertainers more than doctors. Also, markets often reward a person who, through pure chance, has ended with something (e.g., an inheritance) that is scarce and that people happen to want. To many, this seems the height of injustice.

\section*{Justice Based on Needs and Abilities: Socialism}

Because there are probably as many kinds of socialism as there are socialists, it is somewhat inaccurate to speak of “the” socialist position on distributive justice. Nonetheless, the dictum proposed first by Louis Blanc (1811–1882) and then by Karl Marx (1818–1883) and Nikolai Lenin (1870–1924) is traditionally taken to represent the socialist view on distribution: “From each according to his ability, to each according to his needs.”\textit{92} The socialist principle, then, can be paraphrased as follows:

\begin{quote}
Work burdens should be distributed according to people’s abilities, and benefits should be distributed according to people’s needs.
\end{quote}

This socialist principle is based first on the idea that people realize their human potential by exercising their abilities in productive work.\textit{93} Because the realization of one’s full potentiality is a value, work should be distributed in such a way that a person can be as productive as possible, and this implies distributing work according to ability. Second, the benefits produced through work should be used to promote human happiness and well-being. This means distributing them so that people’s basic biological and health needs are met and then using what is left to meet people’s other non-basic needs. Perhaps, most fundamental to the socialist view is the notion that societies should be communities in which benefits and burdens are distributed on the model of a family. Just as able family members willingly support the family, and just as needy family members are willingly supported by the family, so also the able members...
of a society should contribute their abilities to society by taking up its burdens while the needy should be allowed to share in its benefits.

As the example of the family suggests, the principle of distribution according to need and ability is used within small groups as well as within larger society. The principle of need and ability, however, is the principle that tends to be least acknowledged in business. Managers sometimes invoke the principle when they pass out the more difficult jobs among the members of a workgroup to those who are stronger and more able, but they often retreat when these workers complain that they are being given larger burdens without higher compensation. Managers also sometimes invoke the principle when they make special allowances for workers who seem to have special needs. (This was, in fact, a key consideration when Congress passed the Americans with Disabilities Act.) However, managers rarely do so and are often criticized for showing favoritism when they do.

Nevertheless, there is something to be said for the socialist principle: Needs and abilities certainly should be taken into account when determining how benefits and burdens should be distributed among the members of a group or society. Most people would agree, for example, that we should make a greater contribution to the lives of cotton mill workers with brown lung disease who have greater needs than to the lives of healthy persons who have all they need. Most people would also agree that individuals should be employed in occupations for which they are fitted, and that this means matching each person’s abilities to a job as far as possible. Vocational tests in high school and college, for example, are supposed to help students find careers that match their abilities.

However, the socialist principle has also had its critics. First, opponents have pointed out that, under the socialist principle, there would be no relation between the amount of effort a worker puts forth and the amount of remuneration the worker receives (because remuneration would depend on need, not on effort). Consequently, opponents conclude, workers would have no incentive to put forth any work efforts at all knowing that they will receive the same regardless of whether they work hard. The result, it is claimed, will be a stagnating economy with a declining productivity (a claim, however, that does not seem to be borne out by the facts). Underlying this criticism is a deeper objection—namely, that it is unrealistic to think that entire societies could be modeled on familial relationships. Human nature is essentially self-interested and competitive, the critics of socialism hold, and so outside the family people cannot be motivated by the fraternal willingness to share and help that is characteristic of families. Socialists have usually replied to this charge by arguing that human beings are trained to acquire the vices of selfishness and competitiveness by modern social and economic institutions that inculcate and encourage competitive, self-interested behavior, but that people do not have these vices by nature. By nature, humans are born into families where they instinctively value helping each other. If these instinctive and “natural” attitudes continued to be nurtured, instead of being eradicated, humans would continue to value helping others even outside the family and would acquire the virtues of being cooperative, helpful, and selfless. The debate on what kinds of motivations human nature is subject to is still largely unsettled.

A second objection that opponents of the socialist principle have argued is that, if the socialist principle were enforced, it would obliterate individual freedom. Under the socialist principle, the occupation each person entered would be determined by the person’s abilities and not by free choice. If a person has the ability to be a university teacher but wants to be a ditchdigger, the person will have to become a teacher. Similarly, under the socialist principle, the goods a person gets will be determined by the person’s needs and not by free choice. If a person needs a loaf of bread but wants a bottle of beer, the person will have to take the loaf of bread. The sacrifice of freedom is even greater, the critics claim, when one considers that in a socialist society, some central government agency has to decide what tasks should be matched to each person’s abilities and what goods should be allotted to each person’s needs. The decisions of this central agency will
then have to be imposed on other persons at the expense of their freedom to choose for themselves. The socialist principle substitutes paternalism for freedom.

**Justice as Freedom: Libertarianism**

The last section of this chapter discussed libertarian views on moral rights; libertarians also have some clear and related views on the nature of justice. The libertarian holds that no particular way of distributing goods can be said to be just or unjust apart from the free choices individuals make. Any distribution of benefits and burdens is just if it is the result of individuals freely choosing to exchange with each other the goods each person already owns. Robert Nozick, a leading libertarian, suggested this principle as the basic principle of distributive justice:

> From each according to what he chooses to do, to each according to what he makes for himself (perhaps with the contracted aid of others) and what others choose to do for him and choose to give him of what they've been given previously (under this maxim) and haven’t yet expended or transferred.

From each according to what he chooses to do, to each according to what he makes for himself (perhaps with the contracted aid of others) and what others choose to do for him and choose to give him of what they’ve been given previously (under this maxim) and haven’t yet expended or transferred.\(^\text{96}\)

---

**ExxonMobil, Amerada Hess, and Marathon Oil in Equatorial Guinea**

People in West African countries, among the poorest in the world, survive on $1 a day and have a life expectancy of 46 years. But in 2004, Equatorial Guinea had a GDP (Gross Domestic Product) of $4,472 per person, the highest in West Africa. In 1995, Equatorial Guinea found oil off its coast, and by 2004, ExxonMobil, Amerada Hess, and Marathon Oil—all U.S. oil companies—were helping that West African country produce $4 billion of oil revenues a year. Equatorial Guinea’s inexperienced government agreed to give 80 percent of these revenues to the oil companies that drilled the oil for them, although oil companies in developing nations usually take about 50 percent of revenues from oil projects. The oil companies channel—through Riggs Bank, a 2004 Senate report revealed—hundreds of millions of dollars to Equatorial Guinea’s president, T. Nguema, and his family for “land purchases,” “security services,” and “office leases.” A Department of Energy report says that because Nguema and his family run the government, the 20 percent of oil revenues that go to the government are spent on “lavish personal expenditures,” and so most oil money is “concentrated in the hands of top government officials while the majority of the population remains poor.” If Nguema had not been paid, of course, the Equatorial Guinea government would never have approved the oil project. ExxonMobil says it has spent “$4 million” and Marathon Oil and Amerado Hess claim to have “invested millions of dollars” on schools, libraries; programs for the eradication of malaria, polio, and AIDS; health clinics, bridges, waterways, and electricity. A U.S. human rights report says Equatorial Guinea’s government violates its citizens’ rights of free speech, of the press, of assembly, of due process, of association, of religion, and of movement and uses torture, beatings, and other physical abuse against political opponents.

---

1. What would utilitarianism, rights theory, and justice say about these activities of ExxonMobil, Amerada Hess, and Marathon Oil in Equatorial Guinea?
Quite simply, “From each as they choose, to each as they are chosen.” For example, if I choose to write a novel or carve a statue out of a piece of driftwood, then I should be allowed to keep the novel or statue if I choose to keep it. If I choose, I should be allowed to give it away to someone else or exchange it for another object with whomever I choose. In general, people should be allowed to keep everything they make and everything they are freely given. Obviously, this means it would be wrong to tax one person (i.e., take the person’s money) to provide welfare benefits for the needs of someone else.

Nozick’s principle is based on the claim (which we have already discussed) that every person has a right to freedom from coercion that takes priority over all other rights and values. The only distribution that is just, according to Nozick, is one that results from free individual choices. Any distribution that results from an attempt to impose a certain pattern on society (e.g., imposing equality on everyone or taking from the “haves” and giving to the “have-nots”) will therefore be unjust.

We have already noted some of the problems associated with the libertarian position. The major difficulty is that the libertarian enshrines a certain value—freedom from the coercion of others—and sacrifices all other rights and values to it without giving any persuasive reasons why this should be done. Opponents of the libertarian view argue that other forms of freedom must also be secured, such as freedom from ignorance and freedom from hunger. In many cases, these other forms of freedom override freedom from coercion. If a man is starving, for example, his right to be free from the constraints imposed by hunger is more important than the right of a satisfied man to be free of the constraint of being forced to share his surplus food. To secure these more important rights, society may impose a certain pattern of distribution even if this means that, in some cases, some people will have to be coerced into conforming to the distribution. Those with surplus money, for example, may have to be taxed to provide for those who are starving.

A second related criticism of libertarianism claims that the libertarian principle of distributive justice will generate unjust treatment of the disadvantaged. Under the libertarian principle, a person’s share of goods will depend wholly on what can be produced through personal efforts or what others choose to give the person out of charity (or some other motive). Both of these sources may be unavailable to a person through no fault of the person. A person may be ill, handicapped, unable to obtain the tools or land needed to produce goods, too old or too young to work, or otherwise incapable of producing anything through personal efforts. Other people (perhaps out of greed) may refuse to provide that person with what is needed. According to the libertarian principle, such a person should get nothing. But this, say the critics of libertarianism, is surely mistaken. If people, through no fault of their own, happen to be unable to care for themselves, their survival should not depend on the outside chance that others will provide them with what they need. Each person’s life is of value, and consequently each person should be cared for, even if this means coercing others into distributing some of their surplus to the person.

Justice as Fairness: John Rawls

These discussions have suggested several different considerations that should be taken into account in the distribution of society’s benefits and burdens: political and economic equality, a minimum standard of living, needs, ability, effort, and freedom. What is needed, however, is a comprehensive theory capable of drawing these considerations together and fitting them into a logical whole. John Rawls provides one approach to distributive justice that at least approximates this ideal of a comprehensive theory. Rawls’s theory is based on the assumption that conflicts involving justice should be settled by first devising a fair method for choosing the principles by which the conflicts are resolved. Once a fair method of choosing principles is devised, the principles we choose by using that method should serve us as our own principles of distributive...
justice. Rawls proposes two basic principles that, he argues, we would select if we were to use a fair method of choosing principles to resolve our social conflicts.\textsuperscript{59} The principles of distributive justice that Rawls proposes can be paraphrased by saying that the distribution of benefits and burdens in a society is just, if and only if,

1. each person has an equal right to the most extensive basic liberties compatible with similar liberties for all, and
2. social and economic inequalities are arranged so that they are both
   a. to the greatest benefit of the least advantaged persons, and
   b. attached to offices and positions open to all under conditions of fair equality of opportunity.

Rawls tells us that Principle 1 is supposed to take priority over Principle 2 if the two of them ever come into conflict, and within Principle 2, Part \( b \) is supposed to take priority over Part \( a \).

Principle 1 is called the **principle of equal liberty**. Essentially it says that each citizen’s liberties must be protected from invasion by others and must be equal to those of others. These basic liberties include the right to vote, freedom of speech and conscience and the other civil liberties, freedom to hold personal property, and freedom from arbitrary arrest.\textsuperscript{100} If the principle of equal liberty is correct, then it implies that it is unjust for business institutions to invade the privacy of employees, pressure managers to vote in certain ways, exert undue influence on political processes by the use of bribes, or otherwise violate the equal political liberties of society’s members. According to Rawls, moreover, because our freedom to make contracts would diminish if we were afraid of being defrauded or were afraid that contracts would not be honored, the principle of equal liberty also prohibits the use of force, fraud, or deception in contractual transactions and requires that just contracts should be honored.\textsuperscript{101} If this is true, then contractual transactions with customers (including advertising) should morally be free of fraud and employees have a moral obligation to render the services they have justly contracted to their employer.

Principle 2a is called the **difference principle**. It assumes that a productive society will incorporate inequalities, but it then asserts that steps must be taken to improve the position of the most needy members of society, such as the sick and the disabled, unless such improvements would so burden society that they make everyone, including the needy, worse off than before.\textsuperscript{102} Rawls claims that the more productive a society is, the more benefits it will be able to provide for its least-advantaged members. Because the difference principle obliges us to maximize benefits for the least advantaged, this means that business institutions should be as efficient in their use of resources as possible. If we assume that a market system such as ours is most efficient when it is most competitive, then the difference principle will in effect imply that markets should be competitive and that anticompetitive practices such as price-fixing and monopolies are unjust. In addition, because pollution and other environmentally damaging external effects consume resources inefficiently, the difference principle also implies that it is wrong for firms to pollute.

Principle 2b is called the **principle of fair equality of opportunity**. It says that everyone should be given an equal opportunity to qualify for the more privileged positions in society’s institutions.\textsuperscript{103} ‘This means that not only job qualifications should be related to the requirements of the job (thereby prohibiting racial and sexual discrimination), but that each person must have access to the training and education needed to qualify for the desirable jobs. A person’s efforts, abilities, and contribution would then determine remuneration.

The principles that Rawls proposes are quite comprehensive and bring together the main considerations stressed by the other approaches to justice that we have examined. However, Rawls not only provides us with a set of principles of justice, he
**original position** An imaginary meeting of rational self-interested persons who must choose the principles of justice by which their society will be governed.

**veil of ignorance** The requirement that persons in the original position must not know particulars about themselves which might bias their choices such as their sex, race, religion, income, social status, etc.

---

**Summary of Principles of Distributive Justice**

- Fundamental: distribute benefits and burdens equally to equals and unequally to unequals
- Egalitarian: distribute equally to everyone
- Capitalist: distribute according to contribution
- Socialist: distribute according to need and ability
- Libertarian: distribute by free choices
- Rawls: distribute by equal liberty, equal opportunity, and needs of disadvantaged.

---

also proposes a general method for evaluating the adequacy of any moral principles in a fair way. The method consists of determining what principles a group of rational self-interested persons would choose to live by if they knew they would live in a society governed by those principles, but they did not yet know what each of them would turn out to be like in that society.\(^\text{104}\) We might ask, for example, whether such a group of rational self-interested persons would choose to live in a society governed by a principle that discriminates against blacks when none of them knows whether he or she will turn out to be a black person in that society. The answer, clearly, is that such a racist principle would be rejected and consequently, according to Rawls, the racist principle would be unjust. Thus, Rawls claims that a principle is a morally justified principle of justice if, and only if, the principle would be acceptable to a group of rational self-interested persons who know they will live in a society governed by the principles they accept, but who do not know what sex, race, abilities, religion, interests, social position, income, or other particular characteristics each of them will possess in that future society.

Rawls refers to the situation of such an imaginary group of rational persons as the **original position**, and he refers to their ignorance of any particulars about themselves as the **veil of ignorance**.\(^\text{105}\) The purpose and effect of saying that the parties to the original position do not know what particular characteristics each of them will possess is to ensure that none of them can protect his or her own special interests. Because they are ignorant of their particular qualities, the parties to the original position are forced to be fair and impartial and to show no favoritism toward any special group. They must look after the good of all.

According to Rawls, the principles that the imaginary parties to the original position accept will ipso facto turn out to be morally justified.\(^\text{106}\) They will be morally justified because the original position incorporates three moral ideas of Kant that we saw earlier: (1) reversibility (the parties choose principles that they will apply to themselves), (2) universalizability (the principles must apply equally to everyone), and (3) treating people as ends (each party has an equal say in the choice of principles). The principles are further justified, according to Rawls, because they are consistent with our deepest considered intuitions about justice. The principles chosen by the parties to the original position match most of the moral convictions we already have; where they do not, according to Rawls, we would be willing to change them to fit Rawls’s principles once we reflect on his arguments.

Rawls goes on to claim that the parties to the original position would in fact choose his (Rawls’s) principles of justice—that is, the principle of equal liberty, the difference principle, and the principle of fair equality of opportunity.\(^\text{107}\) The principle of equal liberty would be chosen because the parties will want to be free to pursue their major special interests whatever these might be. In the original position, each person is ignorant of what special interests he or she will have, thus everyone will want to secure a maximum amount of freedom so that they can pursue whatever interests they have on entering society. The difference principle will be chosen because all parties will want to protect themselves against the possibility of ending in the worst position in society. By adopting the difference principle, the parties will ensure that even the position of the neediest is cared for. The principle of fair equality of opportunity will be chosen, according to Rawls, because all parties to the original position will want to protect their interests should they turn out to be among the talented. The principle of fair equality of opportunity ensures that all have an equal opportunity to advance through the use of their own abilities, efforts, and contributions.

If Rawls is correct in claiming that the principles chosen by the parties to the original position are morally justified, and if he is correct in arguing that the parties to the
original position would choose his principles, then it follows that his principles are in fact morally justified to serve as our own principles of justice. These principles would then constitute the proper principles of distributive justice.

Critics, however, have objected to various parts of Rawls’s theory. Some have argued that the original position is not an adequate method for choosing moral principles. According to these critics, the mere fact that a set of principles is chosen by the hypothetical parties to the original position tells us nothing about whether the principles are morally justified. Other critics have argued that the parties to the original position would not choose Rawls’s principles at all. Utilitarians, for example, have argued that the hypothetical parties to the original position would choose utilitarianism and not Rawls’s principles. Still other critics have claimed that Rawls’s principles are mistaken because they are opposed to some of our basic convictions concerning what justice is.

Despite the many objections that have been raised against Rawls’s theory, his defenders still claim that the advantages of the theory outweigh its defects. For one thing, they claim, the theory preserves the basic values that have become embedded in our moral beliefs: freedom, equality of opportunity, and concern for the disadvantaged. Second, the theory fits easily into the basic economic institutions of Western societies; it does not reject the market system, work incentives, or the inequalities consequent on a division of labor. Instead, by requiring that inequalities work for the benefit of the least-advantaged and by requiring equality of opportunity, the theory shows how the inequalities that attend the division of labor and free markets can be compensated for and thereby, made just. Third, the theory incorporates both the communitarian and individualistic strains that are intertwined in Western culture. The difference principle encourages the more talented to use their skills in ways that will rebound to the benefit of fellow citizens who are less well off, thereby encouraging a type of communitarian or fraternal concern. The principle of equal liberty leaves the individual free to pursue whatever special interests the individual may have. Fourth, Rawls’s theory takes into account the criteria of need, ability, effort, and contribution. The difference principle distributes benefits in accordance with need, whereas the principle of fair equality of opportunity in effect distributes benefits and burdens according to ability and contribution.

Fifth, the defenders of Rawls argue that there is the moral justification that the original position provides. The original position is defined so that its parties choose impartial principles that take into account the equal interests of everyone, and this, they claim, is the essence of morality.

**Retributive Justice**

Retributive justice concerns the justice of blaming or punishing persons for doing wrong. Philosophers have long debated the justification of blame and punishment, but we need not enter these debates here. More relevant to our purposes is the question of the conditions under which it is just to punish a person for doing wrong.

We have discussed some major conditions under which people could not be held morally responsible for what they did: ignorance and inability. These conditions are also relevant to determining the justice of punishing or blaming someone for doing wrong. If people do not know or do not freely choose what they are doing, they cannot justly be punished or blamed for it. For example, if the cotton mill owners mentioned at the beginning of this section did not know that the conditions in their mills would cause brown lung disease, then it would be unjust to punish them when it turns out that their mills caused this disease.

A second kind of condition of just punishments is certitude that the person being punished actually did wrong. For example, many firms use more or less complex
systems of due process that are intended to ascertain whether the conduct of employees was really such as to merit dismissal or some other penalty. Penalizing an employee on the basis of flimsy or incomplete evidence is rightly considered an injustice.

A third kind of condition of just punishments is that they must be consistent and proportioned to the wrong. Punishment is consistent only when everyone is given the same penalty for the same infraction; punishment is proportioned to the wrong when the penalty is no greater in magnitude than the harm that the wrongdoer inflicted.

It is unjust, for example, for a manager to impose harsh penalties for minor infractions of rules or to be lenient toward favorite employees but harsh toward all others. If the purpose of a punishment is to deter others from committing the same wrong or to prevent the wrongdoer from repeating the wrong, then punishment should not be greater than what is consistently necessary to achieve these aims.

**Compensatory Justice**

Compensatory justice concerns the justice of restoring to a person what the person lost when someone wronged him or her. We generally hold that when one person wrongfully inflicts losses on another person, the wrongdoer has a moral duty to compensate his or her victim for those losses. For example, if I maliciously destroy someone’s property or steal it from him or her, I have an obligation to pay him or her whatever the property I destroyed or stole was worth.

There are no hard and fast rules for determining how much compensation a wrongdoer owes the victim. Compensatory justice requires that compensation should leave the victim as well off as he or she would have been if the wrongdoer had not injured him or her. This would usually mean that the amount of compensation should equal the losses the wrongdoer inflicted on the victim. However, some losses are very hard to measure. If I maliciously injure someone’s reputation, for example, how much compensation equals the loss of reputation? Some losses, moreover, cannot be restored at all: How can the loss of life or the loss of sight be compensated? In situations such as the Ford Pinto case, where the injury is such that it is not possible to adequately compensate for the loss, we seem to hold that the wrongdoer should at least pay for all economically measurable past, present, and future monetary losses the victim suffered, plus a reasonable estimate of the value of intangible or non-quantifiable losses. These losses could arise from temporary or chronic pain, mental stress and suffering, disfigurement, impaired mental or physical abilities, loss of the enjoyment of life, loss of companionship, damaged reputation, etc.

Not all injuries deserve compensation. Suppose, for example, that while on a crowded street doing nothing wrong, I am shoved against you and in spite of my best efforts to catch myself, my shove causes you to fall and injure yourself. Although I am the one who directly caused your injury, since I am not morally responsible for what happened, I am not obligated to compensate you. Under what conditions is a person bound to compensate a party he or she injures? Traditional moralists have argued that a person has a moral obligation to compensate an injured party only if three conditions are present:

1. The action that inflicted the injury was wrong or negligent. For example, if by efficiently managing my firm I undersell my competitor and run him or her out of business, I am not morally bound to compensate him or her since such competition is neither wrongful nor negligent. But if I steal from my employer, then I owe him or her compensation, or if I fail to exercise due care in my driving, then I owe compensation to those whom I injure.
2. The person’s action was the real cause of the injury. For example, if a banker loans a person money and the borrower then uses it to cheat others, the banker is not morally obligated to compensate the victims; but if the banker defrauds a customer, the customer must be compensated.

3. The person inflicted the injury voluntarily. For example, if I injure someone’s property accidentally and without negligence, I am not morally obligated to compensate the person. (I may, however, be legally bound to do so depending on how the law chooses to distribute the social costs of injury.) But if I deliberately burn down the house of a person I dislike, then I am bound to compensate the person for the losses I inflicted.

4 The Ethics of Care

At 8:00 p.m. on the night of December 11, 1995, an explosion near a boiler room rocked the Malden Mills factory in Lawrence, Massachusetts.\textsuperscript{114} Fires broke out in the century-old brick textile factory. Fanned by winds, the fires quickly gutted three factory buildings, injuring 25 workers, destroying nearly all of the plant, and putting nearly 1,400 people out of work two weeks before Christmas.

Founded in 1906, Malden Mills, a family-owned company, was one of the few makers of textiles still operating in New England. Most other textile manufacturers had relocated to the South and then to Asia in their search for cheap, nonunion labor. The president and major owner of the company, Aaron Feuerstein, however, had refused to abandon the community and its workers, who he said were “the most valuable asset that Malden Mills has, … not an expense that can be cut.” Emerging from a brush with bankruptcy in 1982, Feuerstein had refocused the company on the pricier end of the textile market, where state-of-the-art technology and high-quality goods are more important than low costs. Shunning low-margin commodity fabrics such as plain polyester sheets, the company focused on a new synthetic material labeled \textit{Polartec} that company workers had discovered how to make through trial and error during the early 1980s. The new material was a fleecy, lightweight, warm material that could wick away perspiration and that required precise combinations of artificial yarns, raising and shaving the pile, and weaving at specially invented (and patented) machines operated at exactly the right temperature, humidity, and speed. Workers had to develop special skills to achieve the correct weave and quality. Several apparel companies soon recognized Polartec as the highest quality and most technically advanced fabric available for performance outdoor clothing. Patagonia, L.L Bean, Eddie Bauer, Lands’ End, North Face, Ralph Lauren, and other upscale outfitters adopted the high-priced material. Polartec sales climbed from $5 million in 1982 to over $200 million by 1995. With additional revenues from high-quality upholstery fabrics, Malden Mills’ revenues in 1995 had totaled $403 million, and its employees, who now numbered nearly 3,200, were the highest paid textile workers in the country. Feuerstein, who frequently provided special help to workers with special needs, kept an open-door policy with workers whom he tried to treat as members of a large family.

The morning after the December fire, however, with the factory in smoldering ruins, newspapers predicted that owner Aaron Feuerstein would do the smart thing and collect over $100 million that insurers would owe him, sell off the remaining assets, and either shut down the company or rebuild in a Third World country where labor was cheaper. Instead, Feuerstein announced that the company would rebuild in Lawrence. In a move that confounded the industry, he promised that every employee forced out of work by the fire would continue to be paid full wages, receive full...
medical benefits, and be guaranteed a job when operations restarted in a few months. Rebuilding in Lawrence would cost over $300 million and keeping 1,400 laid-off workers on full salaries for a period of up to 3 months would cost an additional $20 million. “I have a responsibility to the worker, both blue-collar and white-collar,” Feuerstein later said. “I have an equal responsibility to the community. It would have been unconscionable to put 3,000 people on the streets and deliver a death blow to the cities of Lawrence and Methuen. Maybe on paper our company is [now] worth less to Wall Street, but I can tell you it’s [really] worth more.”

The Malden Mills incident suggests a perspective on ethics that is not adequately captured by the moral views we have so far examined. Consider that from a utilitarian perspective Feuerstein had no obligation to rebuild the factory in Lawrence or to continue to pay his workers while they were not working. Moreover, relocating the operations of Malden Mills to a Third World country where labor is cheaper would not only have benefited the company, it would also have provided jobs for Third World workers who arguably are more needy than U.S. workers. From an impartial utilitarian perspective, then, more utility would have been produced by bringing jobs to Third World workers than by spending the money to preserve the jobs of current Malden Mills employees in Lawrence, Massachusetts. It is true that the Malden Mills workers were close to Feuerstein and that over the years they had remained loyal to him and had built a close relationship to him. However, from an impartial standpoint, the utilitarian would say such personal relationships are irrelevant and should be set aside in favor of whatever maximizes utility.

A rights perspective would also not provide any support for the decision to remain in Lawrence nor to continue to pay workers full wages while the company rebuilt. Workers certainly could not claim to have a moral right to be paid while they were not working. Nor could workers claim to have a moral right to have a factory rebuilt for them. The impartial perspective of a rights theory, then, does not suggest that Feuerstein had any special rights-based obligations to his employees after the fire.

Nor, finally, could one argue that justice demanded that Feuerstein rebuild the factory and continue to pay workers while they were not working. Although workers were pivotal to the success of the company, the company had rewarded them by paying them very generous salaries over many years. Impartial justice does not seem to require that the company support people while they are not working nor does it seem to require that Feuerstein rebuild a factory for them at considerable cost to himself. In fact, if one is impartial, then it seems more just to move the factory to a Third World country where people are needier than to keep the jobs in the United States where people are relatively well-off.

Partiality and Care

The approaches to ethics that we have seen, then, all assume that ethics should be impartial and that, consequently, any special relationships that one may have with particular individuals such as relatives, friends, or one’s employees, should be set aside when determining what one should do. Some utilitarians have claimed, in fact, that if a stranger and your parent were both drowning and you could save only one of them, and if saving the stranger would produce more utility than saving your parent (perhaps the stranger is a brilliant surgeon who would save many lives), then you would have a moral obligation to save the stranger and let your parent drown. Such a conclusion, many people have argued, is perverse and mistaken. In such a situation, the special relationship of love and caring that you have with your parents gives you a special obligation to care for them in a way that overrides obligations you may have toward strangers. Similarly, in the Malden Mills incident, Feuerstein felt he had a special obligation to
take care of his workers precisely because they were dependent on him and had built 
concrete relationships with him, helping him build his business and create the revolu-
tionary new fabrics that gave Malden Mills its amazing competitive advantage in the 
textile industry. This obligation toward these particular workers, who had a special rela-
tionship with Feuerstein and who were dependent on him, it could be argued, overrode 
any obligations he may have had toward strangers in the Third World. 

This view—that we have an obligation to exercise special care toward those par-
ticular persons with whom we have valuable close relationships, particularly relations 
of dependency—is a key concept in an “ethic of care,” an approach to ethics that 
many feminist ethicists have recently advanced. We briefly discussed this approach 
to ethics in the first chapter when we noted the new approach to moral development 
worked out by psychologist Carol Gilligan. A morality of care “rests on an under-
standing of relationships as a response to another in their terms.”118 According to this 
“care” view of ethics, the moral task is not to follow universal and impartial moral 
principles, but instead to attend and respond to the good of particular concrete per-
sons with whom we are in a valuable and close relationship.119 Compassion, concern, 
love, friendship, and kindness are all sentiments or virtues that normally manifest this 
dimension of morality. Thus, an ethic of care emphasizes two moral demands: 

1. We each exist in a web of relationships and should preserve and nurture 
those concrete and valuable relationships we have with specific persons. 

2. We each should exercise special care for those to whom we are concretely 
related by attending to their particular needs, values, desires, and concrete 
well-being as seen from their own personal perspective, and by responding 
positively to these needs, values, desires, and concrete well-being, par-
ticularly of those who are vulnerable and dependent on our care. 

For example, Feuerstein’s decision to remain in the community of Lawrence and 
care for his workers by continuing to pay them after the fire was a response to the im-
perative of preserving the concrete relationships he had formed with his employees. It 
was also a response to the imperative of exercising special care for the specific needs 
of these individuals who were economically dependent on him. This requirement 
to take care of this specific group of individuals is more significant than any moral 
requirement to care for strangers in Third World countries. 

It is important not to restrict the notion of a concrete relationship to relation-
ships between two individuals or to relationships between an individual and a specific 
group. The examples of relationships that we have given so far have been of this kind. 
Many advocates of an ethic of care have argued that it should also encompass the 
larger systems of relationships that make up concrete communities.120 An ethic of 
care, therefore, can be seen as encompassing the kinds of obligations that a so-called 
communitarian ethic advocates. A communitarian ethic is an ethic that sees concrete 
communities and communal relationships as having a fundamental value that should 
be preserved and maintained.121 What is important in a communitarian ethic is not 
the isolated individual, but the community within which individuals discover who 
they are by seeing themselves as integral parts of a larger community with its tra-
tditions, culture, practices, and history.122 The broad web of concrete relationships 
that make up a particular community, then, should be preserved and nurtured just 
as much as the more limited interpersonal relationships that spring up between indi-
vidual people. 

What kind of argument can be given in support of an ethic of care? An ethic of 
care can be based on the claim that the identity of the self—who I am—is based on the 
relationships the self has with other selves: The individual cannot exist, cannot even be 
who he or she is, in isolation from caring relationships with others.123 I need others to
feed and care for me when I am born; I need others to educate me and care for me as I grow; I need others as friends and lovers to care for me when I mature; and I must always live in a community on whose language, traditions, culture, and other benefits I depend and that come to define me. It is in these concrete relationships with others that I form my understanding of who and what I am. Therefore, to whatever extent the self has value, to that same extent the relationships that are necessary for the self to exist and be what it is, must also have value and so should be maintained and nurtured. The value of the self, then, is ultimately derivative from the value of the community.

It is also important in this context to distinguish three different forms of caring: caring about something, caring after someone, and caring for someone. The kind of caring demanded by an ethic of care is the kind expressed by the phrase “caring for someone.” The paradigm example of caring for someone is the kind of caring that a mother extends toward her child. Such caring is focused on persons and their well-being, not on things; it does not seek to foster dependence, but nurtures the person’s development so that he or she becomes capable of making his or her own choices and living his or her own life. It is not detached, but is “engrossed” in the person and attempts to see the world through the eyes and values of the person. In contrast, caring about something is the kind of concern and interest that one can have for things or ideas, and not the concern one has for a person in whose subjective reality one becomes engrossed. Such caring for objects or ideas is not the kind of caring demanded by an ethics of care. One can also become busy taking care of people in a manner that looks after their needs but remains objective and distant from them as, for example, often happens in bureaucratic service institutions such as the post office or a social welfare office. Caring after people in this way, although often necessary, is not the kind of caring demanded by an ethic of care.

Two additional issues are important to note. First, not all relationships have value, and so not all would generate the demands of care. Relationships in which one person attempts to dominate, oppress, or harm another; relationships that are characterized by hatred, violence, disrespect, and viciousness; and relationships that are characterized by injustice, exploitation, and harm to others lack the value that an ethic of care requires. An ethic of care does not obligate us to maintain, remain in, or nurture such relationships. However, relationships that exhibit the virtues of compassion, concern, love, friendship, and loyalty do have the kind of value that an ethic of care requires, and an ethic of care implies that such relationships should be maintained and nurtured.

Second, it is important to recognize that the demands of caring are sometimes in conflict with the demands of justice. Consider two examples. First, suppose that one of the employees whom a female manager supervises is a friend of hers. Suppose that one day she catches her friend stealing from the company. Should she turn in her friend, as company policy requires, or should she say nothing, to protect her friend? Second, suppose that a female manager is supervising several people, one of whom is a close friend of hers. Suppose that she must recommend one of these subordinates for promotion to a particularly desirable position. Should she recommend her friend simply because she is her friend, or should she be impartial and follow company policy by recommending the subordinate who is most qualified even if this means passing over her friend? Clearly, in each of these cases, justice would require that the manager not favor her friend. However, the demands of an ethic of care would seem to require that the manager favor her friend for the sake of their friendship. How should conflicts of this sort be resolved?

First, notice that there is no fixed rule that can resolve all such conflicts. One can imagine situations in which the manager’s obligations of justice toward her company would clearly override the obligations she has toward her friend. (Imagine that her friend stole several million dollars and was prepared to steal several million...
more.) One can imagine situations in which the manager’s obligations toward her friend override her obligations toward the company. (Imagine, for example, that what her friend stole was insignificant, that her friend desperately needed what she stole, and that the company would react by imposing an excessively harsh punishment on the friend.)

Although no fixed rule can resolve all conflicts between the demands of caring and the requirements of justice, some guidelines can be helpful in resolving such conflicts. Consider that when the manager was hired, she voluntarily promised those who hired her that she would accept the position of manager along with the duties and privileges that would define her role as a manager. Among the duties to which she committed herself is the duty to protect the resources of the company and abide by company policy. Therefore, the manager betrays her commitments to those who hired her and harms her relationships with the people to whom she made these commitments, if she now shows favoritism toward her friend in violation of the company policies she voluntarily agreed to uphold. The institutional obligations we voluntarily accept and to which we voluntarily commit ourselves, then, can require that we are impartial toward our friends and that we pay more attention to the demands of impartial justice than to the demands of an ethic of care. What about situations in which there is a conflict between our institutional obligations and the demands of a relationship, and the latter is so important to us that we feel we must favor the relationship over our institutional obligations? Then morality would seem to require that we relinquish the institutional role that we have voluntarily accepted. Thus, the manager who feels that she must favor her friend because she cannot be impartial, as she voluntarily agreed to be when she accepted her job, must resign. Otherwise, the manager is in effect living a lie: By keeping her job while favoring her friend, she would imply that she was living up to her voluntary agreement of impartiality when, in fact, she was being partial toward her friend.

We noted that primarily feminist ethicists have been responsible for the development of the care approach to ethics. The care approach, in fact, originated in the claim of psychologist Carol Gilligan that women and men approach moral issues from two different perspectives: Men approach moral issues from an individualistic focus on rights and justice, whereas women approach moral issues from a nonindividualistic focus on relationships and caring. Empirical research, however, has shown that this claim is mistaken for the most part, although there are some differences in the way that men and women respond to moral dilemmas. Most ethicists have abandoned the view that an ethic of care is for women only and have argued, instead, that just as women must recognize the demands of justice and impartiality, so men must recognize the demands of caring and partiality. Caring is not the task of only women, but a moral imperative for both men and women.

Objections to Care

The care approach to ethics has been criticized on several grounds. First, it has been claimed that an ethic of care can degenerate into unjust favoritism. Being partial, for example, to members of one’s own ethnic group, to a sexist old-boy network, to members of one’s own race, or to members of one’s own nation can all be unjust forms of partiality. Proponents of an ethic of care, however, can respond that, although the demands of partiality conflict with other demands of morality, this is true of all approaches to ethics. Morality consists of a wide spectrum of moral considerations that can conflict with each other. Utilitarian considerations can conflict with considerations of justice, and these can conflict with moral rights. In the same
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Objections to Care Approach to Ethics
- Objection: an ethic of care can degenerate into favoritism
  - Response: conflicting moral demands are an inherent characteristic of moral choices
- Objection: an ethic of care can lead to “burnout”
  - Response: adequate understanding of ethic of care will acknowledge the need of the caregiver to care for him or herself.
E T H I C A L  P R I N C I P L E S  I N  B U S I N E S S

The last three sections have described the four main kinds of moral standards that today
lie at the basis of most of our moral reasoning and that force us to bring distinctive kinds
of considerations into our moral thinking. Utilitarian standards are appropriate when de-
cisions involve limited but valuable resources that can be used in many different ways. In
such cases, it is important to avoid wasting the resources we have and so we are forced to
consider the benefits and costs of deciding to use them in one way rather than another, and
to identify the decision that will use them in the most beneficial way. When we try to make
these kinds of utilitarian decisions we have to rely on measurements, estimates, and com-
parisons of the relevant benefits and costs involved. Such measurements, estimates, and
comparisons constitute the information on which the utilitarian moral judgment is based.

Our moral judgments are also partially based on standards that specify how indi-
viduals must be treated or respected. These sorts of standards must be employed
when the actions we choose are likely to affect people’s positive or negative rights. When
choosing whether to carry out such actions, our moral reasoning must iden-
tify the rights of the people our actions will affect, the agreements or expectations
that are in place and that impose special obligations on us, and whether our actions
treat everyone affected as free and rational persons. This, in turn, requires that we
have adequate information concerning how our actions will impact the people in-
volved; how informed they are about what will happen to them; whether any force,
coercion, manipulation, or deception will be used on them; and what agreements
we have made with them or what legitimate expectations they may have of us.

Third, our moral judgments are also in part based on standards of justice that in-
dicate how benefits and burdens should be distributed among the members of a group.
These sorts of standards must be employed when evaluating various actions that could
have very different distributive effects. The moral reasoning on which such judgments
are based will incorporate considerations concerning whether the behavior distributes
benefits and burdens equally or in accordance with the needs, abilities, contributions, and
free choices of people as well as the extent of their wrongdoing. In turn, these sorts of
considerations rely on comparisons of the benefits and burdens going to different groups
(or individuals) and comparisons of their relative needs, efforts, and contributions.

Fourth, our moral judgments are also based on standards of caring that indi-
cate the kind of care that is owed to those with whom we have special concrete and
valued relationships. Standards of caring are essential when our moral decisions in-
volve persons with whom we have personal relationships, particularly relationships of

The demands of partiality and caring can also conflict with the demands of utility,
justice, and rights. What morality requires is not that we get rid of all moral conflicts,
but that we learn to weigh moral considerations and balance their different demands
in specific situations. The fact that caring can sometimes conflict with justice, then,
does not make an ethic of caring less adequate than any other approach to ethics, but
points out the need to weigh and balance the relative importance of caring versus jus-
tice in specific situations.

A second important criticism of an ethic of care is that its demands can lead to
“burnout.” In demanding that people exercise caring for children, parents, siblings,
spouses, lovers, friends, and other members of the community, an ethic of care seems
to demand that people sacrifice their own needs and desires to care for the well-being
of others. However, proponents of caring can respond that an adequate view of caring
will balance caring for the caregiver with caring for others.¹²⁹
dependency. Moral reasoning that invokes standards of caring will incorporate information about the particular characteristics and needs of those persons with whom one has a concrete relationship, the nature of one’s relationships with those persons, the forms of caring and partiality that are called for by those relationships, and the kind of actions that are needed to sustain those relationships.

Our morality, then, contains these four kinds of basic moral considerations, each of which emphasizes certain morally important aspects of our behavior, but no one of which captures all the factors that must be taken into account in making moral judgments. Utilitarian standards consider only the aggregate social welfare, but ignore the way that welfare is distributed as well as the moral claims of individuals. Moral rights consider the individual but discount both aggregate well-being and distributive considerations. Standards of justice consider distributive issues, but they ignore aggregate social welfare and the individual as such. Although standards of caring consider the partiality that must be shown to those close to us, they ignore the demands of impartiality. These four kinds of moral considerations do not seem to be reducible to each other, yet all seem to be necessary parts of our morality. That is, there are some moral problems for which utilitarian considerations are appropriate. For other problems, the decisive considerations are the rights of individuals or the justice of the distributions involved or how those close to us should be cared for. This suggests that moral reasoning should incorporate all four kinds of moral considerations, although only one or the other may turn out to be relevant or decisive in a particular situation. One simple strategy for ensuring that all four kinds of considerations are incorporated into our moral reasoning is to inquire systematically into the utility, rights, justice, and caring issues that are raised by the situation about which we are making a moral judgment, as in Figure 1. We might, for example, ask a series of questions about an action that we are considering: (a) Does the action, as far as possible, maximize benefits and minimize harms? (b) Is the action consistent with the moral rights of those whom it will affect? (c) Will the action lead to a just distribution of benefits and burdens? (d) Does the action exhibit appropriate care for the well-being of those who are closely related to or dependent on us?

Bringing together different moral standards in this way, however, requires that we keep in mind how they relate to each other. As we have seen, moral rights identify areas in which other people generally may not interfere even if they can show that they would derive greater benefits from such interference. Generally speaking, therefore, standards concerned with moral rights have greater weight than either utilitarian standards or standards of justice. Similarly, standards of justice are generally accorded greater weight than utilitarian considerations. And standards of caring seem to be given greater weight than principles of impartiality in those situations that involve close relationships (such as family and friends) and privately owned resources.

But these relationships hold only in general. If a certain action (or policy or institution) promises to generate sufficiently large social benefits or prevent sufficiently large social harms, the enormity of these utilitarian consequences may
justify limited infringements on the rights of some individuals. Sufficiently large social costs and benefits may also be significant enough to justify limited departures from standards of justice. The correction of large and widespread injustices may be important enough to justify limited infringements on some individual rights. When a large injustice or large violation of rights, or even large social harms, are at stake, the demands of caring may have to give way to the demands of impartiality.

At this time, we have no comprehensive moral theory capable of determining precisely when utilitarian considerations become “sufficiently large” enough to outweigh limited infringements on a conflicting right, a standard of justice, or the demands of caring. Nor can we provide a universal rule that will tell us when considerations of justice become “important enough” to outweigh infringements on conflicting rights or on the demands of caring. Moral philosophers have been unable to agree on any absolute rules for making such judgments. However, there are some rough criteria that can guide us in these matters. Suppose, for example, that only by invading my employees’ right to privacy (with hidden cameras and legal on-the-job phone taps), will I be able to stop the continuing theft of several life-saving drugs that some of them are clearly stealing. How can I determine whether the utilitarian benefits here are sufficiently large to justify infringing on their right to privacy? First, I might ask whether the kinds of utilitarian values involved are clearly more important than the kinds of values protected by the right (or distributed by the standard of justice). The utilitarian benefits in the present example include the saving of human life, whereas the right to privacy protects (let us suppose) the values of freedom from shame and blackmail and freedom to live one’s life as one chooses. Considering this, I might decide that human life is clearly the more important kind of value because without life, freedom has little value. Second, I might then ask whether securing the more important kind of value will, in this situation, affect the interests of more (or fewer) people than would be affected by securing the less important kind of value. For example, because the recovered drugs will (we assume) save several hundred lives, whereas the invasion of privacy will affect only a dozen people, securing the utilitarian values will affect the interests of substantially more people. Third, I can ask whether the actual injuries sustained by the persons whose rights are violated (or to whom an injustice is done) will be large or small. For example, suppose that I can ensure that my employees suffer no shame, blackmail, or restriction on their freedom as a result of my uncovering information about their private lives (I intend to destroy all such information), then their injuries will be relatively small. Fourth, I can ask whether the potential breakdown in trusting relationships that surveillance risks is more or less important than the theft of life-saving resources. Let us suppose, for example, that the potential harm that surveillance will inflict on employee relationships of trust is not large. Then, it would appear that my invasion of the privacy of employees is justified.

Hence, there are rough and intuitive criteria that can guide our thinking when it appears that, in a certain situation, utilitarian considerations might be sufficiently important to override conflicting rights, standards of justice, or the demands of caring. Similar criteria can be used to determine whether, in a certain situation, considerations of justice should override an individual’s rights, or when the demands of caring are more or less significant than the requirements of justice. However, these criteria remain rough and intuitive. They lie at the edges of the light that ethics can shed on moral reasoning.

### 6 An Alternative to Moral Principles: Virtue Ethics

Ivan F. Boesky, born into a family of modest means, moved to New York City when, as a young lawyer, he was turned down for jobs by Detroit’s top law firms. By the mid-1980s, the hard-working Boesky had accumulated a personal fortune estimated
at over $400 million and was CEO of a large financial services company. He was famous in financial circles for his extraordinary skills in arbitrage, the art of spotting differences in the prices at which financial securities are selling on different world markets and profiting by buying the securities where they are priced low and selling them where they are priced high. As a prominent member of New York society, Boesky enjoyed a reputation as a generous philanthropist.130

However, on December 18, 1987, Boesky was sentenced to 3 years in prison and paid a penalty of $100 million for illegally profiting from insider information. According to court records, Boesky paid David Levine, a friend who worked inside a firm that arranged mergers and acquisitions, to provide him with information about companies that were about to be purchased by another party (usually a corporation) for much more than the current price of their stock on the stock market. Relying on this insider’s information and before it became public, Boesky would buy up the stock of the companies on the stock market—in effect buying the stock from stockholders who did not realize that their companies were about to be purchased for much more than the current stock market price. When the purchase of the company was announced, the stock price rose and Boesky would sell his stock at a handsome profit. Buying and selling stock on the basis of insider information at the time was legal in many countries (e.g., Italy, Switzerland, Hong Kong). Many economists argue that the economic benefits of the practice (it tends to make the price of a company’s stock reflect the true value of the company) outweigh its harms (it tends to discourage noninsiders from participating in the stock market). Nevertheless, the practice is illegal in the United States due to its perceived unfairness and its potential to harm the stock market.

What drove a man who already had hundreds of millions of dollars and everything else most people could ever want or need, to become so obsessed with making money that he deliberately broke the law? Much of the answer, it was claimed, lay in his character. A former friend is quoted as saying, “Maybe he’s greedy beyond the wildest imaginations of mere mortals like you and me.”131 Boesky once described his obsession to accumulate ever more money as “a sickness I have in the face of which I’m helpless.”112 In a speech at the University of California, Berkeley, he told students, “Greed is alright, by the way. I think greed is healthy. I want you to know that I think greed is healthy. You can be greedy and still feel good about yourself.”133 Others said of him that:

He was driven by work, overzealous, and subject to severe mood swings. Intimates of Mr. Boesky say he vacillated between “being loud, and harsh and aggressive, to melliflously soft-spoken, charming and courtly.” He was also fiendish about his pursuit of information. “When somebody got an edge on something, he would go bananas.” When it came to money and business dealings, he was quite ruthless and pursued his goal with a single-minded purpose. . . . Although his first love was money, he hankered for the genteel respectability and status that are generally denied the nouveau riche.134

The story of the fall of Ivan Boesky is the story of a man brought down by greed. What stands out in this story are the descriptions of his moral character—the character of a man driven by an obsessive “love” of money. Boesky is described as being “greedy,” “sick,” “aggressive,” “fiendish,” and “ruthless.” Because what he said of himself did not match his secret dealings, some said he “lacked integrity” and others that he was “hypocritical” and “dishonest.” All of these descriptions are judgments about the moral character of the man, not judgments about the morality of his actions. In fact, although it is clear that trading on insider information is illegal, the fact...
that the practice is legal in many countries and that many economists support it suggests that the practice is not in itself immoral. What was immoral was that greed led Boesky to knowingly break the law he had an obligation to follow.

As the story of Boesky makes clear, we evaluate the morality of people’s character as well as their actions. The approaches to ethics that we have examined so far all focus on action as the key subject matter of ethics and ignore the character of the agent who carries out the action. Utilitarianism, for example, tells us that “actions are right in proportion as they tend to promote happiness,” and Kantian ethics tells us that “I ought never to act except in such a way that I can also will that my maxim should become a universal law.” However, the central issue that emerges in the case of Boesky, and in many similar stories of unethical behavior by men and women in business, is not the wrongness of their actions, but the flawed nature of their character.

Many ethicists have criticized the assumption that actions are the fundamental subject matter of ethics. Ethics, they have argued, should look not only at the kinds of actions an agent ought to perform, but should pay attention to the kind of person an agent ought to be. An “agent-based” focus on what one ought to be, in contrast to an “action-based” focus on how one ought to act, would look carefully at a person’s moral character including whether a person’s moral character exhibits virtue or vice. A more adequate approach to ethics, according to these ethicists, would take the virtues (such as honesty, courage, temperance, integrity, compassion, self-control) and the vices (such as dishonesty, ruthlessness, greed, lack of integrity, cowardliness) as the basic starting points for ethical reasoning.

Although virtue ethics looks at moral issues from a very different perspective than action-based ethics, it does not follow that the conclusions of virtue ethics will differ radically from the conclusions of an action-based ethic. As we will see, there are virtues that are correlated with utilitarianism (e.g., the virtue of benevolence), virtues that are correlated with rights (e.g., the virtue of respect), and virtues that are correlated with justice and caring. The virtues, then, should not be seen as providing a fifth alternative to utility, rights, justice, and caring. Instead, the virtues can be seen as providing a perspective that surveys the same ground as the four approaches, but from an entirely different perspective. What the principles of utility, rights, justice, and caring do from the perspective of action evaluations, an ethic of virtue does from the perspective of character evaluations.

**The Nature of Virtue**

What exactly is a moral virtue? A **moral virtue** is an acquired disposition to behave in certain ways that is valued as part of the character of a morally good human being and that is exhibited in the person’s habitual behavior. A person has a moral virtue when he is disposed to behave habitually as a morally good person would behave, and with the reasons, feelings, and desires that are characteristic of a morally good person. Honesty, for example, is a virtue of morally good people. A person possesses the virtue of honesty when he is disposed to habitually tell the truth and uncomfortable when he lies, and always wants to tell the truth out of respect for the truth and its importance in human communication. If a person told the truth on occasion, or did so for the wrong reasons or with the wrong desires, we would not say that the person is honest. We would not say a person is honest, for example, if the person frequently lies, tells the truth only because he thinks it is the way to get people to like him, or told the truth out of fear and with reluctance. Moreover, a moral virtue must be acquired, and is not just a natural characteristic such as intelligence,
or beauty, or natural strength. A moral virtue is praiseworthy, in part, because it is an achievement—its development requires effort.

**The Moral Virtues**

The basic issues, from the perspective of virtue ethics, are the questions: What are the traits of character that make a person a morally good human being? Which traits of character are moral virtues? On this issue, there have been numerous views. The Greek philosopher Aristotle proposed what is still the most influential theory of virtue.

Aristotle argued that a moral virtue is a habit that enables a human being to live according to reason. He argued that a person lives according to reason when the person knows and habitually chooses the reasonable middle ground between going too far and not going far enough in his feelings and actions. “Moral virtue is . . . a mean between two vices, one of excess and the other of deficiency, and . . . it aims at hitting the mean in emotions and actions.” With respect to fear, for example, **courage** is the virtue of feeling a level of fear that is appropriate to a situation and facing what is fearful when it is worth doing. **Cowardliness** is the vice of feeling more fear than situations merit and fleecing anything fearful even when one should stand firm, and **recklessness** is the vice of feeling less fear than one should and of rushing into fearful situations even when one should not. With respect to pleasure, **temperance** is the virtue of enjoying reasonable amounts of pleasure, whereas **self-indulgence** is the vice of indulging in pleasure to excess, and **self-deprivation** is the vice of indulging too little. With respect to the action of giving people what they deserve, justice is the virtue of giving people exactly what they deserve, whereas **injustice** is the vice of giving them more than they deserve or giving them less than they deserve. In addition to these three key virtues—courage, temperance, and justice—Aristotle describes a number of other virtues and their corresponding vices of excess and deficiency as indicated in Figure 2. In Aristotle’s classic account, then, virtues are habits of dealing with one’s emotions and actions in ways that strike the reasonable mean between the extremes of excess and deficiency, whereas vices are habits of going to the unreasonable extreme of either excess or deficiency.

Aristotle suggests that virtues, like other habits, are acquired through repetition. By repeatedly standing firm when I am fearful, I become courageous; by repeatedly...
exercising control over my appetites, I become temperate; and by repeatedly giving people what they deserve, I become just. But this suggestion of how virtues are acquired leads to a puzzle: how can I engage in virtuous acts before I am virtuous? For example, how can I behave courageously before I am courageous? Aristotle points out that when a person does not yet have a virtue, the person can be trained or forced to do what a virtuous person would do. A child, for example, can be forced to behave courageously although he does not yet have the virtue of courage. The person who does not yet have the virtue will gradually come to acquire it by repeatedly being made to do what the virtue requires.

Aristotle held that the virtuous person chooses the “reasonable” middle path between the extremes of excess and deficiency. How does one know what is reasonable? Aristotle believed that prudence is the virtue of our intellect that enables us to determine what is reasonable in a given situation. The aim of human life is happiness, he argues, and so the reasonable choice in a situation is the one that contributes toward a happy human life. A person with prudence has the ability to figure out which choices these are, an ability a person acquires through learning and experience. The moral virtues—like courage, temperance, and justice—enable a person to control his desires, emotions, and actions. The person can thus carry out the choices that prudence determines are right for the situation, and can restrain himself from making the wrong “excessive” choices that his desires and emotions may tempt him to make. Prudence and the other moral virtues work together, then. Prudence determines the choices that are likely to make a person’s life a happy one, while the other virtues give a person the self-control needed to carry out those choices.

St. Thomas Aquinas, a Christian philosopher of the Middle Ages, followed Aristotle in holding that the moral virtues enable people to follow reason in dealing with their desires, emotions, and actions and also accepted that the four pivotal or cardinal moral virtues are courage, temperance, justice, and prudence. But as a Christian, and so, unlike Aristotle, Aquinas held that the purpose of a person is not merely a happiness in this life that is achieved through the exercise of reason, but a happiness in the next life that is achieved through union with God. Aquinas added the “theological” or Christian virtues of faith, hope, and charity—the virtues that enable a person to achieve union with God to Aristotle’s list of the moral virtues. Moreover, Aquinas expanded Aristotle’s list of the moral virtues to include others that make sense within the life of a Christian, but would have been foreign to the life of the Greek aristocratic citizen on whom Aristotle had focused. For example, Aquinas held that for the Christian humility is a virtue and pride is a vice, whereas Aristotle had argued that for the Greek aristocrat pride is a virtue and humility is a vice.

More recently, the American philosopher Alasdair MacIntyre has claimed that a virtue is any human disposition that is praised because it enables a person to achieve the good at which human “practices” aim:

The virtues . . . are to be understood as those dispositions which will not only sustain practices and enable us to achieve the goods internal to practices, but which will also sustain us in the relevant kind of quest for the good, by enabling us to overcome the harms, dangers, temptations and situations which we encounter, and which will furnish us with increasing self-knowledge and increasing knowledge of the good.  

Critics have argued, however, that MacIntyre’s approach does not seem to get things quite right. When Ivan Boesky, for example, was criticized as “greedy,” “dishonest,” “ruthless,” and so on, people were not faulting him for failing to have the virtues

---
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**Theories of Moral Virtue**

- Aristotle: virtues are habits that enable a person to live according to reason by habitually choosing the mean between extremes in actions and emotions
- Aquinas: virtues are habits that enable a person to live reasonably in this world and be united with God in the next
- MacIntyre: virtues are dispositions that enable a person to achieve the good at which human “practices” aim
- Pincoffs: virtues are dispositions we use when choosing between persons or potential future selves
proper to the practices within which he was pursuing his vision of the good. The
moral defects for which Boesky was criticized were his alleged failings as a human
being, regardless of how well or poorly he did in the various human practices in which
he was engaged. The moral virtues seem to be those dispositions that enable one to
live a morally good human life in general and not merely those that enable one to en-

gage successfully in some set of human practices.

Edmund L. Pincoffs, in particular, criticizes MacIntyre for claiming that vir-
tues include only those traits required by our social practices. Instead, Pincoffs sug-
gests that virtues include all those dispositions to act, feel, and think in certain ways
that we use as the basis for choosing between persons or between potential future
selves. When deciding, for example, whom to choose as a friend, spouse, employee,
or manager, we look to people’s dispositions: Are they honest or dishonest, sincere
or insincere, greedy or selfish, reliable or unreliable, trustworthy or untrustworthy,
dependable or undependable? Similarly, when thinking about a moral decision, we
often think not so much of what we are obligated to do, but instead of the kind of
person we would be if we were to do it. In carrying out the action, would I be honest
or dishonest, sincere or insincere, selfish or unselfish?

However, what makes one disposition a moral virtue and another a moral vice?
There is no simple answer to this question, Pincoffs claims. He rejects Aristotle’s view
that every virtue can be understood as “a mean between extremes.” Instead, Pincoffs
argues, virtues should be understood in terms of the roll they play in human life. Some
dispositions, he points out, provide specific grounds for preferring a person because
they make a person good or bad at specific tasks such as painting houses. Specific
dispositions that aim at specific tasks are not virtues. However, other dispositions are
generally desirable because they make a person good at dealing with the kinds of situa-
tions that frequently and typically arise in human life. The virtues consist of such
“generally desirable dispositions” that it is desirable to have in view of the “human
situation, of conditions, that is, under which human beings must (given the nature
of the physical world and of human nature and human association) live.” Because the
human situation often requires concerted effort, for example, it is desirable that we
have persistence and courage. Because tempers often flare, we need tolerance and
tact. Because goods must often be distributed by consistent criteria, we need fair-
ness and nondiscrimination. However, selfishness, deceptiveness, cruelty, and unfair-
ness are vices: They are generally undesirable because they are destructive to human
relationships. The moral virtues, then, are those dispositions generally desirable for
people to have in the kinds of situations they typically encounter in living together.
They are desirable because they are useful either “for everyone in general or for the
possessor of the quality.”

Pincoff’s theory of virtue seems more adequate than a theory like MacIntyre’s
which confines virtue to traits connected with practices. The virtues seem to be dis-
positions that enable us to deal well with all of the exigencies of human life and not
merely the exigencies of practices. For example, both Aristotle and Aquinas felt that,
in articulating the moral virtues, they were articulating those habits that enable a per-
son to live a human life well and not merely to do well in social practices.

As we have seen, however, Aristotle and Aquinas had different views on exactly
what human life required. This suggests that to some extent what counts as a moral
virtue will depend on one’s beliefs about the kinds of situations that humans will face.
Nevertheless, as Pincoffs suggests, “we share a good deal of well-grounded agree-
ment on the question of who is the right sort of person in general,” because people in
all societies have to face similar problems in living together. Catholics, for example,
can recognize when a Buddhist is not just a good Buddhist, but also a person of good
moral character: “Courage is not more a Catholic than it is a Buddhist virtue; honesty
commends itself to Presbyterian and Coptic Christian alike.” The moral virtues include that wide variety of dispositions that people in all societies recognize as desirable because they “serve as reasons for preference in the ordinary and not-so-ordinary exigencies of life.” The four classical virtues on which Aristotle and Aquinas both agreed—courage, temperance, justice, and prudence—fall into this class. However, the three theological virtues—faith, hope, and charity—that Aquinas added because of their special importance for a Christian life would not count as moral virtues because they are desirable only within a special kind of life devoted to the pursuit of special religious objectives. Similarly, pride, which was a quality admired in Greek society, would not count as a moral virtue because it, too, is desirable only within a specific kind of society.

Virtues, Actions, and Institutions

Thus far we have ignored a key aspect of virtue theory: How does it help us decide what we are to do? Can an ethic of virtue do more than tell us the kind of people we should be? Is an ethic of virtue able to provide us with any guidance about how we should live our lives, how we should behave? One of the major criticisms made against virtue theory, in fact, is that it fails to provide us with guidance on how we are to act. When a woman is trying to decide whether to have an abortion, for example, she may ask a friend, “What should I do?” In such situations, it does not help to be told what kind of character one should have. In such situations, one needs advice about what kinds of actions are appropriate in one’s situation, and virtue theory seems incapable of providing such advice. This criticism—that virtue theory provides no guidance for action—is not surprising because virtue theory deliberately turns away from action and focuses on moral character as the fundamental moral category. Nevertheless, although virtue is the foundation of virtue theory, this does not mean that virtue theory cannot provide any guidance for action.

Virtue theory argues that the aim of the moral life is to develop those general dispositions we call the moral virtues and to exercise and exhibit them in the many situations that human life sets before us. Insofar as we exercise the virtues in our actions, insofar as our actions exhibit the virtues, or insofar as our actions make us virtuous, those actions are morally right actions. Yet, insofar as our actions are the exercise of vice or insofar as our actions develop a vicious character, to that extent the actions are morally wrong. The key action-guiding implication of virtue theory, then, can be summed up in this claim:

An action is morally right if in carrying out the action the agent exercises, exhibits, or develops a morally virtuous character, and it is morally wrong to the extent that by carrying out the action the agent exercises, exhibits, or develops a morally vicious character.

From this perspective, then, the wrongfulness of an action can be determined by examining the kind of person the action tends to produce or the kind of person that tends to produce the action. In either case, the ethics of the action depends on its relationship to the virtues and vices of the agent. For example, it has been argued that the morality of abortion, adultery, or any other action should be evaluated by attending to the kind of character evidenced by people who engage in such actions. If the decision to engage in such actions tends to make a person more responsible, caring, principled, honest, open, and self-sacrificing, then such actions are morally right. However, if the decision to engage in such actions tends to make people more self-centered, irresponsible, dishonest, careless, and selfish, then such actions are morally wrong.
wrong. Actions are not only evaluated by the kind of character they develop; we also condemn certain actions precisely because they are the outcome of a morally vicious character. For example, we condemn cruel actions because they exhibit a vicious character, and we condemn lies because they are products of a dishonest character.

Virtue theory is not only able to provide a criterion for evaluating actions, it also provides a useful criterion for evaluating our social institutions and practices. For example, it has been argued that some economic institutions make people greedy, that large bureaucratic organizations make people less responsible, and that the practice of providing government “handouts” to people makes them lazy and dependent. All such arguments evaluate institutions and practices based on a theory of virtue. Although such arguments may be false, they all appeal to the idea that institutions are morally defective when they tend to form morally defective characters.

We noted that according to Pincoffs, moral virtues are dispositions that are generally desirable because they are required by the human situations with which all people everywhere must cope. Some dispositions are moral virtues, for example, because people everywhere are tempted by their emotions and desires to not do what they know they should do. Courage, temperance, and, in general, the virtues of self-control are of this sort. Some virtues are dispositions to engage willingly in specific kinds of moral action that are valued in all societies, such as honesty. Pincoffs suggests that some dispositions can be classified as “instrumental virtues” because they enable people everywhere to pursue their goals effectively as individuals (persistence, carefulness, determination) or as part of a group (cooperativeness), whereas some are “non-instrumental virtues” because they are desirable for their own sake (serenity, nobility, wittiness, gracefulness, tolerance, reasonableness, gentleness, warmth, modesty, and civility). Some virtues are cognitive and consist of understanding the requirements of morality toward ourselves and others, such as wisdom and prudence. Other virtues are dispositions that incline one to act according to general moral principles. The virtue of benevolence, for example, inclines one to maximize the happiness of others, the virtue of respect for others inclines one to exercise consideration for the rights of individuals, the virtue of justice inclines one to behave according to the principles of justice, and the virtue of caring inclines one to live up to the tenets of care.

Challenges to Virtue Theory Some philosophers have argued that virtue theory is not consistent with the findings of modern psychology. In a study involving theology students at Princeton University Divinity School, students were asked to read a Bible story about a good Samaritan who helps a wounded man lying next to the road, and then each was told he had to rush to another building for an extremely important appointment he was almost late for. As each student hurried to the other building, he had to go past a man lying on the ground who looked sick or injured. Ninety percent of the theology students glanced at the man, stepped over him or went around him, and hurried on without helping. Yet, the students had not only just read about and, presumably, thought about the importance of helping (particularly helping an injured person lying by one’s path), they were also largely good people with a virtuous character aspiring to be ministers. The authors of the study concluded that a person’s behavior is determined by his external situation, not by his moral character.

In a different study involving students at Stanford University, 21 male students were randomly assigned to be either a “prisoner” or a “guard” in a “prison” in the basement of the Psychology Department. The students were selected from 75 volunteers and given psychological tests to establish that among the volunteers, they were the most emotionally stable, most mature, least anti-social, normal, and psychologically healthy young men. The guards had uniforms, wore mirrored sunglasses to prevent eye contact, and had wooden batons to establish their authority but not to be used
to punish the prisoners. The prisoners wore poorly fitting dress-like white smocks that reached only to their knees and that had a number on the back. Each prisoner wore a chain around his ankles and was referred to by his number and not by name. The experiment was to go on for two weeks but was stopped after six days because it had spun out of control. As the experiment progressed, the guards became increasingly domineering and abusive, harassed the prisoners, punished them by forcing them to do “push-ups” or to sleep on the concrete floor without a mattress, made some go nude to degrade them, and humiliated all of them in numerous petty ways. About a third of the guards became “sadistic” and “cruel.” The “prisoners” became increasingly passive, servile, dehumanized, erratic, and hateful of the “guards.” They exhibited extreme depression, crying, rage, and acute anxiety. Philip Zimbardo, author of the experiment, concluded that the experiment showed that a person’s behavior is not determined by personal psychological or moral traits, but by the external environment. If placed in an environment that approves of, legitimizes, and supports domineering and cruel behavior, people will exhibit those behaviors regardless of what virtues they happen to have. Zimbardo later claimed that the torture and sadistic behavior that U.S. soldiers inflicted on their prisoners in the Abu Ghraib military prison in 2004 was a result of the same kind of environment that his experiment had studied.\textsuperscript{140}

More recent work in psychology, however, has tended to be more supportive of virtue theory.\textsuperscript{141} Some psychologists have argued that people may learn to act on their virtues within certain familiar types of situations, but not beyond. If those psychologists are correct, then the subjects tested in the Princeton and Stanford studies may have failed to act on their virtues only because the situations in which the studies placed them were unusual and not familiar situations. People’s behavior may be governed by their virtues, but only within certain more or less familiar kinds of situations. The Princeton and Stanford studies should not lead us to give up on the virtues, but should spur us to figure out how to widen the range of situations in which they come into play.

Moreover, more direct studies on the relationship between character and behavior has suggested that the virtues influence our moral decisions more or less as predicted by virtue theory. One set of studies argues that moral decisions that harmonize with those character traits a person feels are part of who he or she is—part of his or her identity—are more stable and enduring characteristics of a person than decisions that conflict with those traits.\textsuperscript{142} Other studies show that a person’s understanding of his or her own moral character or identity influences his or her behavior because failing to live up to one’s moral identity creates emotional discomfort and a feeling of having betrayed oneself.\textsuperscript{143} Although strange or unusual environmental factors can reduce the influence of virtue on behavior (as the Princeton and Stanford studies indicated), an understanding of one’s own character will ordinarily influence one’s behavior. As virtue theory suggests, when making a moral decision, people with a strong sense of themselves as caring, compassionate, fair, friendly, generous, helpful, hardworking, honest, and kind will consider how a person like themselves should behave. Ordinarily their decision will be consistent with their sense of the kind of person they are.\textsuperscript{144}
require. Courage, for example, enables us to stick to our moral principles even when fear of the consequences tempts us to do otherwise. Some virtues consist of a readiness to act on moral principles. Justice, for example, is the virtue of being disposed to follow principles of justice. Some virtues are dispositions that our moral principles require us to develop. Utilitarianism, for example, requires us to develop dispositions such as kindness and generosity that will lead us to increase the happiness of people.

Hence, there is no conflict between theories of ethics that are based on principles and theories of ethics based on virtues. However, a theory of virtue differs from an ethic of principles in the perspective from which it approaches moral evaluations. A theory of virtue judges actions in terms of the dispositions that are associated with those actions, whereas an ethic of principles judges dispositions in terms of the actions associated with those dispositions. For an ethic of principles actions are primary, whereas for an ethic of virtue dispositions are primary. We may say, then, that both an ethic of principles and an ethic of virtue identify what the moral life is about. However, principles look at the moral life in terms of the actions that morality obligates us to perform, whereas the virtues look at the moral life in terms of the kind of person morality obligates us to be. An ethic of virtue, then, covers much of the same ground as an ethic of principles, but from a very different standpoint.

An ethic of virtue, then, is not a fifth kind of moral principle that should take its place alongside the principles of utilitarianism, rights, justice, and caring. Instead, an ethic of virtue fills out and adds to these principles by looking not at the actions people are required to perform, but at the character they are required to have. An adequate ethic of virtue, then, will look at the virtues that are associated with utilitarianism, with rights, with justice, and those associated with caring. In addition, it will (and in this respect an ethic of virtue goes beyond an ethic of principles) look at the virtues people need to adhere to their moral principles when their feelings, desires, and passions tempt them to do otherwise. It will look at the many other virtues that the principles of utilitarianism, rights, justice, and caring require a person to cultivate. An ethic of virtue, then, addresses the same landscape of issues that an ethic of principles does, but it also addresses issues related to motivation and feelings that are largely ignored by an ethic of principles.

7 Unconscious Moral Decisions

We saw in this chapter that moral reasoning is the process of applying our moral principles to the knowledge or understanding we have about a situation, and making a judgment about what ought to be done in that situation. The managers of Ford Motor Company, for example, were faced with a car design that could injure passengers in a rear collision. They searched for more information and found a fix for the problem and calculated the costs and benefits of making the fix. They applied their utilitarian principles to the knowledge they had gathered and judged they should not change the design of the car.

Now, think for a moment about the many times today that you decided to do what was morally right. For example, you probably had several conversations during which you told the truth instead of lying, or you walked past other people’s property and did not steal it, or you kept your promise when you told someone that you would meet her after class or that you would return a pen she loaned you.

Notice that as you made these ethical decisions throughout your day, you did not go through the conscious and deliberate process of moral reasoning we have been discussing. When you talk you usually tell the truth without a second thought, you respect people’s property without reasoning about what your moral principles say, and you keep your promises without thinking about it. It seems that we make many
of our ethical decisions without the kind of conscious moral reasoning about utility, rights, justice, caring, and virtue that we have been discussing. Instead, we seem to be making many of our moral decisions automatically and without any conscious reasoning. What is going on here?

A large number of psychological studies of the brain and its processes have suggested that we have two ways of making moral decisions: through conscious reasoning and through unconscious mental processes. Our brain is capable of taking in information and then making decisions automatically and unconsciously, and it is also able to engage in conscious and deliberate reasoning processes. The kinds of moral reasoning that we have been discussing in this chapter are part of our conscious reasoning abilities, but many of our daily ethical decisions seem to arise from unconscious mental processes. We will look briefly now at what we know about these unconscious processes. It is important for us to do this for two reasons. First, the unconscious processes seem to be the processes by which we make the vast majority of our moral decisions. Yet, we have said almost nothing about these unconscious processes. If we want to understand moral reasoning, then, it is important for us to understand these unconscious processes that play such a significant role in our moral decision-making. Second, because these processes are unconscious and automatic, it is easy to conclude that they are unrelated to the conscious and logical reasoning processes we have been studying. However, if they are unrelated to our conscious and logical reasoning processes, then aren’t we in effect saying that they are non-logical and non-rational? Could these processes even be completely irrational? And if most of our moral decisions are made through these non-logical and non-rational—possibly irrational—processes, then does it follow that, in the end, most of our moral life is based on a possibly irrational foundation that we are not even aware of? What is the point of studying all the stuff we have been studying about moral reasoning, moral standards, and so on? It is important, then, that we look at these processes and try to answer these pressing questions.

Unconscious Moral Decision-Making

Scott Reynolds, a psychologist, calls the unconscious processes by which we automatically make many of our moral decisions the “X-System” and the conscious reasoning through which we also make moral decisions the “C-system.” The X system, Reynolds and others have argued, is based on the use of “schemas” or “prototypes.” Prototypes are general memories of the kinds of situations we have experienced in the past, together with the kinds of sounds, words, objects, or people those situations involved, the kind of emotions we felt, the way we behaved in those situations, the type of moral norms or rules that we followed, etc. The brain uses these stored “prototypes” to analyze the new situations we encounter each day and to determine how to behave in those situations. Our brain does this by trying to match each new situation we experience with its store of prototypes. If the new situation matches a stored prototype, then the brain recognizes that the new situation is the kind of situation represented by the prototype. The brain then uses the information stored in the prototype to identify what kind of behavior is appropriate for that kind of situation, what kind of moral norms apply in such a situation, what emotions are usual for such situations, etc.

Although these matching processes go on unconsciously, once a match is made, the conscious brain becomes aware of the match. That is, when the brain matches a situation with a stored prototype, we become conscious of recognizing the kind of situation we are in, and what behavior is appropriate in this kind of situation. When
we are having a conversation, we consciously recognize that we are in a conversation and know what to do, for example, although we are not conscious of everything our brain had to do to come up with that recognition and that knowledge. In this way, we do not have to use up our limited conscious reasoning resources to figure out what is happening and what we should do each time we experience something. Without expending any conscious reasoning efforts, we immediately know what kind of situation we are in and how we should act because all the work of coming up with that conscious knowledge was done by the unconscious matching processes of the brain.

Prototypes are not fixed and unchanging. As we go through life and experience the same types of situation again and again, we add to their prototypes whatever new information we get from each experience. A prototype, for example, may be one that stores information about conversations we have had. As time goes on and we experience more conversations, we may learn that in such situations truthful behavior is appropriate. The prototype will store that information, and the next time we are in a conversation, the brain will match this new situation with that prototype and know it is involved in a conversation and automatically decide to be truthful in that situation. Because of the thousands of prototypes we eventually store in our brains, we not only recognize a great many kinds of situations, but we also know how to behave in those situations without having to think about it consciously.

Once we are conscious of the kind of situation we are in, however, we can begin to use our conscious reasoning processes—our C-system processes—to deal with it. We may be conscious, for example, that we are having a conversation with a friend and that in this kind of situation, we tell the truth. But suppose this time we know that if we tell the truth, we will hurt our friend’s feelings, so we consider lying. Our conscious reasoning processes then have to swing into action to deliberately figure out what to do: do we lie or do we tell the truth? These conscious reasoning processes are part of our C-system.

The C-system or conscious reasoning system uses processes that, as we have learned in this chapter, are more complicated than the simple matching of prototypes the X-system uses. Conscious moral reasoning can deliberately gather information about a situation we are considering. It can draw upon our store of moral principles to see which ones might apply to this kind of situation, and it can then figure out what those moral principles require for the situation we face.

We also rely on conscious reasoning when we find ourselves in a new or unusual situation that our unconscious X-system cannot match up with any of its stored prototypes. For example, we may come upon some kind of object we have never seen before. Then the C-system takes over and begins trying to reason out what it is that we have encountered. We may consciously try to gather more information about the strange object, we may call upon the rules and principles we know to see if any of them tell us what to do with such objects. Should we touch it? Should we throw water on it? Should we eat it? Should we run? Eventually we figure out what to do and we then store up a new prototype that contains the information about this new kind of object. Our conscious reasoning processes, then, are one basic source of the prototypes our X-system uses and the information contained in those prototypes.

The countless automatic and unthinking moral decisions we make throughout an ordinary day, then, can be understood as the outcomes of our unconscious reliance on prototypes of past situations that include information about the actions that are morally appropriate for the situation we are in. Although these moral decisions are made without much thought, this is possible in part because we have previously experienced similar situations and so we earlier consciously figure out what to do. Those
past experiences allowed us to build a store of prototypes—a kind of wisdom—which we can now use without having to consciously figure everything out again from the beginning. Prototypes thus serve an important and liberating purpose: they free us from having to engage in the labors of moral reasoning repeatedly throughout the day. Think of how impossible life would be if we had to constantly be stopping to engage in the kind of conscious, logical, and slow moral reasoning we have been discussing in this chapter! The prototype system of the brain saves us—liberates us—from being continuously bogged down in the laborious processes of conscious moral reasoning.

The Legitimacy of Unconscious Moral Decision-Making

Although our use of prototypes is an unconscious process, this does not mean that it is a disreputable or irrational kind of process. To see that it is not an irrational process, we can compare it to some conscious forms of reasoning that are very similar to the use of prototypes, but that are clearly legitimate and rational. One form of conscious moral reasoning that is very similar to the unconscious use of prototypes is casuistry. Casuistry is a kind of moral reasoning that was widely used until the seventeenth century, and that began to be used again toward the end of the twentieth century, especially in medical ethics where it continues to be an influential form of moral reasoning that is widely accepted as legitimate and rational.

Casuistry is a way of making moral decisions by relying on previous “paradigm” cases. A paradigm case is a past situation where it was clear what the ethical response should be and the reasons why that was the ethical response. Casuist reasoning uses those previous clear cases to decide what is ethical in a new situation. When a new situation presents itself, casuist reasoning first tries to identify a previous paradigm case that seems similar to this new situation. Casuist reasoning then tries to determine whether the new situation is similar enough to the paradigm, that we are justified in making the same decision now that we made in that previous paradigm case. If we find, however, that our new situation differs from the previous paradigm in a morally relevant way, then we are not justified in relying on the old paradigm to resolve our current situation but must fall back on regular moral reasoning to figure out what to do. Some examples may clarify how “casuist” reasoning works.

Suppose that a salesperson is wondering whether she should tell a customer about the dangers of using a product he wants to buy even though telling him may lose the sale. If the salesperson were to use casuist reasoning to make her decision, she would try to recall situations like the one she is in now, but in which she knew the right thing to do. Perhaps, the salesperson recalls a situation in which she considered lying to a customer, but realized it was wrong because she would be misleading the customer instead of allowing him to make an informed decision. Her current situation does not quite match that previous experience because the issue then was whether to actively lie, while now the issue is whether to passively withhold information. The salesperson realizes, however, that the two situations are similar insofar as both cases involve misleading the customer and both cases involve not allowing the customer the opportunity to make an informed decision. Since her present situation matches the previous one in these important moral respects, and since the salesperson knows misleading the customer would have been wrong in the previous case, she decides it would be just as wrong to withhold information in the current situation.

Casuist reasoning might also conclude that a new situation is not similar to a paradigm case. Suppose, for example, that you borrowed a gun from a friend who now
says he wants it back and you suspect he will use it to harm himself or someone else. What should you do? You remember several cases when you borrowed something and believed you had a moral obligation to return it. However, there is an important moral difference between your current situation and those previous ones: in your present situation a person may be killed if you return what you borrowed. Because the obligation to preserve human life outweighs the obligation to return what you borrow, you decide that the difference between your situation now and then is morally significant and justifies not following those earlier cases. Instead, you consider other cases that involved potential harm to others. Perhaps, in some of those cases you were sure that it would be wrong to cooperate in harming another person. The similarity between your present situation and cases that involved cooperating in harming someone are significant enough that you decide it would be wrong to return the gun because that would be contributing to a potential harm.

Notice that “casuist” moral reasoning uses paradigms that function much like the prototypes the brain uses in its unconscious decision-making processes. Casuist reasoning is virtually a conscious version of the brain’s unconscious use of prototypes. Casuistry is not the only kind of reasoning that is similar to our unconscious reliance on prototypes. Judges in common law legal systems, like the system we have in the United States, rely on past “precedents” to decide what to do in a current case.\footnote{A precedent is a legal case that was decided previously by a higher court or by the court that is deciding the current case.} A precedent is a legal case that was decided previously by a higher court or by the court that is deciding the current case. If the current case involves issues or facts that are the same as the issues or facts that were involved in a precedent, then a judge will normally make the same decision in the current case that was made in the precedent. Yet another form of reasoning that is similar to the brain’s use of prototypes is “case-based reasoning” which is widely used in artificial intelligence computer systems.\footnote{Here, again, the process involves relying on matching previous cases to decide what to do in a current case.} Our unconscious use of prototypes, then, which is how we make many of our moral decisions, is not an irrational process nor is it illegitimate. It is, in fact, an unconscious version of the decision-making processes that are legitimately used in many fields, including in an important form of conscious moral reasoning, i.e., casuistry. The similarity between our unconscious use of prototypes and the conscious and legitimate reasoning processes we have been discussing provides good reason to think that our unconscious prototype-based decision-making processes are neither illegitimate nor irrational.

Cultural Influences and Intuition

We mentioned earlier that some of the prototypes on which we base our actions are the products of conscious moral reasoning. But not all prototypes originate in conscious moral reasoning. There are at least two other ways in which we acquire our convictions about what morality requires of us. We mentioned that many of our moral beliefs are derived from the cultural influences that surrounded us as we grew up, i.e., from family, peer groups, stories, songs, magazines, television, radio, church, novels, newspapers, and so on. These cultural influences no doubt are incorporated into our prototypes and thereby, shape our actions. Of course, just because we acquire a moral belief from the culture around us, does not mean that it is necessarily correct, or incorrect. In fact, one of the roles of traditional moral reasoning is to critically evaluate the beliefs we have picked up from family, peers, etc. and that have become part of the prototypes we use, in order to determine whether these beliefs are reasonable or unreasonable.

Conscious moral reasoning and cultural influences are not the only sources of the prototypes that guide our ordinary actions. Some of our strongest, most tenaciously
Moral Intuitions

- Prototypes can be shaped by “hardwired” moral intuitions, as well as by conscious moral reasoning and cultural influences.
- Hardwired intuitions seem to include: incest is wrong; harming by action is worse than harming by omission; harming as a means to a goal is worse than harming as a foreseen side effect; harming by physical contact is worse than harming without physical contact.

Quick Review 23

Julie and Mark are brother and sister. They’re traveling together in France on summer vacation from college. One night they’re staying alone in a cabin near the beach. They decide that it would be interesting and fun if they tried making love. At the very least, it would be a new experience for each of them. Julie was already taking birth control pills, but Mark uses a condom too, just to be safe. They both enjoy making love, but they decide never to do it again. They keep that night as a special secret, which makes them feel even closer to each other. What do you think about that? Was it ok for them to make love?"151

Probably your answer to the last question Haidt asks is that what Julie and Mark did was morally wrong. (That would certainly be my own answer!) But what reasoning led us to this conclusion? What reasons do we have for our conviction that their incest was immoral? No one else was harmed by what they did, and, let us suppose, they suffered no bad consequences, did not feel guilt, their relationship was not affected, etc. In addition, what they did was not unjust, violated no one’s moral rights, nor was it uncaring. There is a biological reason why close relatives should not have children together (namely because inbreeding increases the likelihood of defective offspring), but this reason does not apply to the situation of Julie and Mark. What reasons do you and I have for our conviction that what they did was wrong? Most of us will not be able to find a clear reason, yet this will not change our minds. We might end up saying something like this: “Although I don’t know why it’s wrong, I still know that it’s wrong!” Haidt argues that the fact that we cannot find a justification for our conviction that incest is wrong implies that we did not acquire this conviction by reasoning, i.e., it is not based on reasons. Moreover, the fact that this conviction is one that almost everyone in every culture in every age has accepted, suggests that this conviction is just built into the human brain. It is based on intuition that seems to be “hardwired” into our brains. This, of course, does not mean the conviction is wrong or right; it only means that it is not originally based on a reasoning process. (Whether the conviction is right or wrong would require examining it at much greater length with the use of conscious moral reasoning.)

There are other moral beliefs that, like our conviction that incest is wrong, seem to be based on intuition; we have the beliefs but cannot provide the reasons why we believe them. Here are three principles that the social psychologist Marc Hauser has found that most people accept when they make judgments about the morality of harming people:

The Action Principle: Harm caused by action is morally worse than equivalent harm caused by an omission. (For example, it is worse to kill a person than it is to allow a person to die without doing anything to prevent his death.)

The Intention Principle: Harm intended as the means to a goal is morally worse than equivalent harm foreseen as the side effect of a goal. (For example, it is worse to jump out of a boat deliberately intending to kill myself by drowning than it is to jump out of a lifeboat so that there will be room for other survivors of a sinking ship even if I ultimately drown.)
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The Contact Principle: Using physical contact to cause harm to a victim is morally worse than causing equivalent harm to a victim without using physical contact. (For example, it is worse for a soldier to stab and kill an innocent villager, than it is for a pilot to drop a bomb that he knows will kill an unseen innocent villager.)

By analyzing the responses people give to several scenarios (like the examples within parentheses above), Hauser has shown that almost all people accept these principles when deciding whether it is morally worse to cause harm in one way rather than another. But when pressed for the reasons why we accept these principles, most of us cannot provide any. We seem to accept these principles not because we have reasoned them out but because they seem to be based on intuition.

The prototypes that we unconsciously use to make most of our everyday moral decisions, then, can also draw from these moral principles that we know by intuition, as well as from the cultural influences around us and from our conscious moral reasoning. It is worth repeating that merely because we accept a principle based on intuition, it does not follow that the principle is correct or incorrect. Moral reasoning may ultimately show us, for example, that the action principle, the intention principle, and the contact principle are correct; or future reasoning may show that they are mistaken. In fact, some philosophers have argued that the action, intention, and contact principles are mistaken, while others have argued that these three principles are correct. The reasoning that we use to prove or disprove these three moral principles, of course, is conscious moral reasoning, i.e., the kind of reasoning that deliberately gathers evidence, appeals to moral principles like utilitarianism, and reaches a considered judgment. While conscious moral reasoning is probably not “in the driver’s seat” all of the time, it plays a crucial role when we want to determine whether our intuitions are right or wrong, as well as when we want to see whether the beliefs we learned from our culture are reasonable or unreasonable.

Our moral decisions, then, are based on two different processes: the unconscious and automatic use of prototypes that we gradually accumulate as we go through life, and the conscious use of moral reasoning that appeals to evidence and to moral standards like utility, rights, justice, and caring. Our unconscious prototype processes are responsible for many—perhaps even most—of our automatic everyday moral decisions, and these prototypes are shaped by our cultural surroundings, our moral intuitions, and past conscious moral reasoning. On the other hand, we rely on conscious moral reasoning when we need to decide what to do in a new or unusual situation (one that does not match any of our prototypes), as well as when we want to figure out whether the beliefs we get from intuition or from our culture are reasonable or unreasonable. Although during much of our lives we depend on the kind of automatic and almost unthinking behavior that prototypes enable us to engage in, we also often find that we need to fall back on moral reasoning to correct or extend our prototypes, when they fall short of providing the kind of guidance we need.

The processes on which we base our moral decisions, then, can be rational even though they are unconscious. The unconscious use of prototypes is much like casuistry and other forms of conscious reasoning that we accept as rationally justified. Moreover, the rules and norms that become part of our brain’s prototypes often originate in previous episodes of conscious moral reasoning. And, most important of all, it is possible for us to stand back and consciously think about the norms and rules that our brain seems to have incorporated into its prototypes and ask whether these norms and rules can be given any rational support. By doing
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Conscious Moral Reasoning
• Is used in new, strange, or unusual situations for which the brain has no matching prototypes
• Consists of the conscious, logical but slow processes of the brain’s “C-system”
• Evaluates how reasonable or unreasonable are our intuitions, our cultural beliefs, and the norms stored in our prototypes.
this, we can correct these previously accepted norms and rules. We can do this not only to the norms and rules that we have accumulated from our culture—from parents, friends, movies, books, and other cultural influences—but also to the norms and rules that we know by intuition and that seem to be hardwired into the brain. However, thinking about and weighing all the norms we have accumulated as we have grown older is a long and difficult process. It is the work of ethics, a work that can take a lifetime.

**Questions for Review and Discussion**

1. Define the following concepts: utilitarianism, utility, intrinsic good, instrumental good, basic need, mere wants, rule-utilitarianism, rights, legal rights, moral rights, negative rights, positive rights, contractual rights, categorical imperative (both versions), the libertarian view on rights, distributive justice, the fundamental (or formal) principle of distributive justice, material principle of justice, egalitarian justice, capitalist justice, socialist justice, libertarian justice, justice as fairness, principle of equal liberty, difference principle, principle of fair equality of opportunity, the “original position,” retributive justice, compensatory justice, ethic of caring, concrete relationship, virtue, ethics of virtue, prototype, casuist reasoning.

2. A student incorrectly defined utilitarianism this way: “Utilitarianism is the view that so long as an action provides me with more measurable economic benefits than costs, the action is morally right.” Identify all of the mistakes contained in this definition of utilitarianism.

3. In your view, does utilitarianism provide a more objective standard for determining right and wrong than moral rights do? Explain your answer fully. Does utilitarianism provide a more objective standard than principles of justice? Explain.

4. “Every principle of distributive justice, whether that of the egalitarian, or the capitalist, or the socialist, or the libertarian, or of Rawls, in the end is illegitimately advocating some type of equality.” Do you agree or disagree? Explain.

5. “An ethic of caring conflicts with morality because morality requires impartiality.” Discuss this criticism of an ethic of caring.

6. “An ethic of virtue implies that moral relativism is correct, while an action-centered ethic does not.” Do you agree or disagree? Explain.

**Web Resources**

Readers who would like to conduct research on ethics through the Internet may want to begin with the web site of the Council for Ethical Leadership (http://www.businessethics.org); the Business Social Responsibility Organization (http://www.bsr.org); the Guide to Philosophy on the Internet (http://www.earlham.edu/~peters/gpi/index.htm); The Stanford Encyclopedia of Philosophy (http://plato.stanford.edu/); The Internet Encyclopedia of Philosophy (http://www.iep.utm.edu); Utilitarianism Resources (http://www.utilitarianism.com); Kant on the Web (http://www.bkbu.edu.bk/~ppp/Kant.html); John Rawls (http://people.wku.edu/jan.garrett/ethics/johnrawl.htm); Julia Annas’ Page on Virtue Ethics (http://www.u.arizona.edu/~jannas/forth/coppvirtue.htm).
On September 23, 2010, Traidos Bank, a small British financial institution with a 2009 income of $127.3 million and a net profit of $13.6 million, publicly announced that they had removed the Swiss pharmaceutical giant, Roche, from its investment portfolio because “Roche’s clinical trials with transplanted organs in China do not meet Traidos criteria for selection.”

Traidos Bank noted on its website that it was an “ethical bank which offers savings accounts and investments” and it prided itself on being “the world’s leading ethical and sustainable bank.” Traidos declared that its day-to-day decision-making was guided by six principles:

We will

- promote sustainable development—considering the social, environmental and financial impacts of everything we do
- respect and obey the law—in every country where we do business
- respect human rights—of individuals, and within different societies and cultures; supporting the aims of the United Nation's Universal Declaration of Human Rights
- respect the environment—doing all we can to create and encourage positive environmental effects
- be accountable—to anyone for anything we do
- improve continuously—always looking for better ways of doing things in every area of our business.

Besides offering savings accounts and providing loans to “organizations that bring real social, cultural or environmental benefits,” Traidos Bank offered 13 funds in which individuals could invest their money. The funds, in turn, invested this money in “sustainable” businesses or purchased shares of stock of companies that met its “stringent ethical criteria” and “that provide sustainable products or services, or achieve above average social and environmental performance, and actively contribute to sustainable development.”

In 2009, Traidos Bank had reviewed the operations of Roche and had determined that the pharmaceutical company met the bank’s ethical criteria and so qualified for including its stock in the bank’s portfolio of investments. In fact, Roche looked like an outstanding addition to its investment fund portfolio:

Our results placed the company in the best performing 50% of pharmaceutical companies in Europe. We considered Roche to be transparent about sustainability issues, with a comprehensive position regarding genetic engineering and clear ethical guidelines for clinical trials. It has systems in place to monitor and enforce social standards in its supply chains, and it favors suppliers with certified environmental management systems. Also, Roche has ambitious targets to reduce energy consumption and greenhouse gas emissions.

But several months later the bank learned about Roche’s research programs in China, and after further investigations, the bank decided Roche no longer met its ethical criteria. What the Bank discovered was that in January, 2010:

Roche received the Public Eye Award that is sponsored by the Berne Declaration and Greenpeace. The award names and shames corporations with unethical social or ecological behaviour. Roche received the award because of its clinical trials in China for the drug CellCept, which prevents the rejection of transplanted organs. Since a large part of transplanted organs in China originate from executed prisoners and Roche does not verify the origins of the organs in its China-based trials, its position is questionable.

Roche was testing the drug CellCept on Chinese transplant patients because Chinese law requires that any drug sold in China must first be tested on Chinese patients. CellCept is a drug that prevents a patient’s immune system from rejecting an organ that has been transplanted into the patient. Transplanted organs are taken from people who have recently died or been declared “brain dead,” or from living donors who donate an organ or part of an organ when their remaining organs can regenerate or can take over the work of the donated organ (such as a kidney or part of a liver). In most countries, there are strict rules governing the removal of organs from donors. In particular, most countries do not allow organs to be taken from donors, living or dead, unless they earlier give their free and informed consent and many countries do not allow donors to trade their organs for money. Such requirements were problematic in China, according to the bank, because most transplant organs came from prisoners and the conditions under which the organ had been removed were often not known:

Up to 90 percent of all transplanted organs in China come from executed prisoners. Regulation
surrounding transplantation in China has improved in the last couple of years and includes better safeguards for prisoners’ rights. But even when a prisoner supposedly consents to an organ donation, such consent while imprisoned cannot be considered of free will. In our final assessment we balanced the gathered information and concluded that Roche’s approach to clinical trials in China is not acceptable. The company’s size and influence warrant a much clearer position on the origin of transplanted organs. Since the company no longer meets our human rights minimum standard, it has been excluded from the Traidos sustainable investment universe and will be removed from all Traidos investments within the short term.5

Roche was concerned by the growing controversy over its participation in transplant operations that in many cases, the company knew, had to use organs taken from prisoners without their consent or with “consent” that had been forced out of them. According to the company, while it was true that a certain percentage of the organs of its test patients had to have been harvested from prisoners, it was not possible for the company to find out what was the source of any of its Chinese patients’ organs. However, the company pointed out, if it did not test its drug on transplant patients in China, whatever the source of their organs, then it could not market its drug there. The company felt that the greater good would be served by going ahead with its drug tests even though many of the transplanted organs in its test patients were harvested from prisoners. Otherwise, thousands of future Chinese transplant patients would not only be deprived of the benefits of the drug, but would in many cases suffer harmful and costly outcomes because they needed the drug but it would not be available. In a report on the company’s annual shareholders’ meeting on March 2, 2010, Roche provided a summary of the statement of Dr. Schwan, a company spokesperson who outlined the company’s position:

Dr Schwan stated that CellCept was a medicine which had saved and continued to save thousands of patients’ lives by preventing post-transplant organ rejection. Withdrawing the medicine from the market in any country would be morally unthinkable, he said, as this would jeopardize human lives. He noted that, in all countries, independent institutions handled organ procurement and donor information was confidential. Roche had no way of directly influencing this process, he said . . . Roche was studying the optimal CellCept dosage for Chinese patients, whose responses to CellCept may differ from those of Western patients owing to ethnic factors or differences in constitution, Dr Schwan said. The focus of the trials was on [CellCept’s] safety and efficacy in Chinese patients.6

In May, 2007, the Chinese government banned the sale of human organs and required that living donors could donate their organs only to spouses, blood relatives, or step and adopted family members. Nevertheless, the organ trade continued to flourish in China.7 Not only were the organs of deceased people (including executed prisoners whose organs it was still legal to “harvest”) sold covertly to doctors, hospitals, or organ “brokers,” but living donors also secretly sold their organs by using easily forged documents testifying that they were related to the recipient of their organs.8 A large number of China’s prisoners were political dissidents or those who had been jailed because of their religious or political beliefs and not because they had violated the law or inflicted harm on others. Since 2006, the Falun Gong, a Chinese quasi-Buddhist spiritual group banned in 1999 and now actively persecuted by the government, had been providing credible evidence that many of the hundreds of thousands of their members imprisoned by the Chinese government and who had subsequently “disappeared,” had been killed for their organs which were then sold or given to transplant candidates.9 In the summer of 2010, human rights groups announced that their investigations had uncovered evidence that more than 9,000 members of Falun Gong had been executed in Chinese prisons for their corneas, lungs, livers, kidneys, and skin. Imprisoned members of other religious groups including Christians, Muslims, and Tibetan Buddhists had also been imprisoned and executed for their organs.10 Critics of Roche feared that many of the transplanted organs of Roche’s test patients had been harvested from such prisoners of conscience against their will.

Questions

1. Explain how utilitarianism might provide a defense for Roche and how a rights-based ethic might instead condemn Roche’s drug trials in China. Which of these two approaches is stronger or more reasonable? Explain the reasons for your answer.

2. Is it ethical for Roche to continue testing CellCept on its Chinese transplant patients?

3. Is Traidos Bank ethically justified in excluding Roche’s stock from the funds it offers its customers? Consider your answer in light of the bank’s duty to invest money wisely and in light of its own conclusion that Roche was among “the best performing 50% of pharmaceutical companies in Europe,” was “transparent about sustainability issues,” had “a comprehensive position regarding
genetic engineering and clear ethical guidelines for clinical trials,” enforced high “standards” for its suppliers, and strove to “reduce energy consumption and greenhouse gas emissions.”

4. Are Traidos Bank’s ethical standards set too high?

Notes


Unocal in Burma

Union Oil Company of California, or Unocal, was founded in 1890 to develop oil fields around Los Angeles and other parts of California. By 1990, Unocal had operations in all aspects of the oil business, including extraction, refining, distribution, marketing, and even retail (the company owned a chain of Union 76 gas stations). With most oil fields in the United States nearing depletion, the company had turned to investing in energy projects outside the country. Unocal’s strategy was to market itself to governments as a company that had expertise in all aspects of oil and gas production. According to Roger C. Beach, CEO of the company, “What every government likes about Unocal is one-stop shopping—one group able to take the whole project from development to the marketing end.”

One of the international projects that attracted the company’s attention was a natural gas field called the “Yadana Field” that belonged to Burma. The Yadana Field is located in the Andaman Sea beneath 150 feet (46 meters) of water off Burma’s shore. Estimates indicated the field contained more than 5 trillion cubic feet of natural gas, enough to produce natural gas continuously for approximately 30 years. In 1992, the government of Burma had formed a state-owned company named the Myanmar Oil and Gas Enterprise (MOGE) to find private companies to help it develop the Yadana Field. In 1992, it signed a contract with Total S.A., a French company that gave Total the right to develop the field and build a pipeline to transport the gas from Yadana to Thailand, where the government of Thailand would buy the gas. The government of Burma stood to net an estimated $200–$400 million per year for the life of the project. A portion of these revenues would be paid to the companies that partnered with Burma.

MOGE, the government-owned company, signed a contract with Total agreeing to “assist by providing security protection and rights of way and easements as may be requested by” the companies with which it partnered. While its partner companies would actually construct the project, Burma would provide security through its army, which would also ensure that land was cleared and rights of way secured for the passage of the pipeline through Burma.

The Burmese project appealed to Unocal. Burma was attractive for several reasons. First, labor was cheap and relatively educated. Second, Burma was rich in natural gas resources, and its many other untapped resources presented major opportunities. Third, Burma was an entry point into other potentially lucrative international markets. Burma not only offered a potentially large market itself, it also occupied a strategic location that could serve as a link to markets in China, India, and other countries in Southeast Asia. Finally, the Burmese government maintained a stable political climate. With the military to maintain law and order, the political environment was extremely dependable.

Before committing itself to the project, Unocal evaluated its risk position by conducting research on the social-political environment of the country. Burma is a Southeast Asian country with a population of 42 million and land mass about the size of Texas. Burma is bounded by India to the northwest, China to the north and northeast, Laos
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to the east, Thailand to the east and southeast, and the Andaman Sea to the south. The majority of the population, some 69 percent, is Burmese, while Karens, Kachins, Shans, Chins, Rakhines, Indians, and Chinese are minorities in the nation. The Karens, clustered in rural parts of Southern Burma, had periodically fielded rebel groups against the government. Burma as a country is poor. Economically, Burma’s per capita gross domestic product is approximately $200–$300, and inflation is above 20 percent. Socially, Burma suffers a high infant mortality rate (95 deaths for every 1,000 live births) and a low life expectancy (53 years for males and 56 for females). The natural gas project could provide much-needed revenues and significant benefits to the people of the impoverished nation.

The only real problem the company saw with its involvement in the project was that the government of Burma, with which it would be a partner, was a military dictatorship accused of continually violating the human rights of the Burmese people. In 1988, after crushing major countrywide pro-democracy demonstrations, Burma’s military seized power and made the 19-member State Law and Order Restoration Council (SLORC) head of the government. The SLORC, which was made up of senior military officers, imposed martial law on the entire country. The U.S. State Department, in its annual “Country Reports on Human Rights Practices, 1991,” wrote that the army of the SLORC maintained law and order through “arrests, harassment, and torture of political activists… Torture, arbitrary detentions, and compulsory labor persisted…. Freedom of speech, the press, assembly, and association remain practically nonexistent.”

Many groups, including the U.S. State Department, accused the SLORC of numerous human rights abuses, particularly against Burmese minority groups. In its “Country Reports on Human Rights Practices, 1995,” the Department wrote:

The [Burmese] Government’s unacceptable record on human rights changed little in 1994…. The Burmese military forced hundreds of thousands, if not millions, of ordinary Burmese (including women and children) to “contribute” their labor, often under harsh working conditions, to construction projects throughout the country. The forced resettlement of civilians also continued…. The SLORC continued to restrict severely basic rights to free speech, association and assembly. Amnesty International, in an August, 1991 report on Burma, wrote that the ruling Burmese army “continues to seize arbitrarily, ill-treat and extrajudicially execute members of ethnic and religious minorities in rural areas of the country. The victims… include people seized by the [army] and compelled to perform porterage—carrying food, ammunition and other supplies—or mine-clearing work.” Responding to these reports, the U.S. Congress on April 30, 1994 voted to place Burma on a list of international “outlaw” states, and in 1996, President Bill Clinton barred Burmese government officials from entering the United States.

To check the situation for themselves, Unocal managers hired a consulting firm, the Control Risk Group. The report of the consulting firm warned: “Throughout Burma the government habitually makes use of forced labor to construct roads… In such circumstances Unocal and its partners will have little freedom of maneuver.”

Despite the risks, Unocal decided to invest in the project. S. Lipman, a Unocal vice president, later stated that Unocal managers had discussed with Total the “hazards” that were involved in having the Burmese army provide “security” for the project: “we said that… having the military provide protection for the pipeline construction … might proceed … not in the manner that we’d like to see them proceed, I mean, going to the excess.” Nevertheless, the company felt that the benefits, both to itself and to the people of Burma and Thailand, outweighed the risks. Moreover, the company would later assert, “engagement” rather than “isolation” was “the proper course to achieve social and political change in developing countries with repressive governments.” The company stated that “based on nearly four decades of experience in Asia, [Unocal] believes that engagement is by far the more effective way to strengthen emerging economies and promote more open societies.”

In December, 1992, Unocal, through a wholly owned subsidiary, paid $8.6 million to Total, S.A. for part of Total’s stake in the project. Unocal became one of four investors in the Yadana Field project, each of whom would contribute financially in proportion to their stakes in the project. Unocal held a 28.26 percent stake in the project as a whole; Total had a 31.24 percent stake; Thailand’s PTT Exploration & Production Public Co. had a 25.5 percent stake; and the Burmese government (MOGE) had a 15 percent stake.

It was agreed that Total would be responsible for overall coordination of the project, would develop the wells at the Yadana field, and extract the gas. Unocal would construct the 256-mile pipeline that would carry the gas from Yadana to Thailand. Most of the pipe would lie under the ocean, but the final 40 miles would cross over southern Burma through the region inhabited by the Karen, the minority ethnic group most hostile to the Burmese government. The military, it appeared, might have to use force to secure the area before construction could begin. It would also have to build roads and other facilities such as base camps, buildings, barracks, fences, airplane landing strips, river docks, and helipads.

The period between 1993 and 1996 was devoted to preparing the way for construction of the pipeline, including clearing land and building roads, camps, housing, and other facilities. Actual construction of the pipeline began in
1996 and was completed in 1998. Throughout the time of preparation and construction of the pipeline, human rights groups—including Human Rights Watch and Amnesty International—issued numerous reports claiming that the Burmese army was using forced labor and brutalizing the Karen population as it provided “security” for Unocal workers and equipment. Roads, buildings, and other structures, these critics claimed, were being built with the use of forced labor recruited from local Karen groups by the Burmese military, and hundreds of Karen were being forced to clear the way for the pipeline and to provide slave labor for the project. Moreover, they claimed, Unocal was aware of this and aware of the brutal methods the army used to provide “security” for Unocal workers and equipment.13 Several human rights groups, including Greenpeace, Amnesty International, and Human Rights Watch, met with Unocal executives in Los Angeles and informed them that forced labor and other violations of human rights were taking place in the pipeline region.

In May, 1995, Joel Robinson, a Unocal official who monitored the Yadana project for Unocal, spoke with U.S. Embassy officials stationed in Burma. The Embassy reported that:

On the general issue of the close working relationship between Total/Unocal and the Burmese Military, Robinson [of Unocal] had no apologies to make. He stated forthrightly that the companies have hired the Burmese military to provide security for the Project and pay for this through the Myanmar Oil and Gas Enterprise (MOGE). He said Total’s security officials meet with their military counterparts to inform them of the next day’s activities so that soldiers can ensure the area is secure and guard the work perimeter while the survey team goes about its business. . . .

Unocal hired another consultant in 1995 to investigate conditions on the Yadana project. The consultant reported in a letter to Unocal officials:

My conclusion is that egregious human rights violations have occurred, and are occurring now, in southern Burma . . . the most common [of which] are forced relocation without compensation of families from land near/along the pipeline route; forced labor to work on infrastructure projects supporting the pipeline (SLORC calls this government service in lieu of payment of taxes); and imprisonment and/or execution by the army of those opposing such actions.15

Work on the project continued and commercial natural gas production in the Yadana project began in 2000. The companies by then had instituted a number of social-economic programs to benefit the people around the pipeline. Unocal claimed that it provided 7,551 paid jobs to Burmese workers during construction and that while production continued it would continue to employ 587 Burmese workers. By 2004, the project was delivering 500–600 million cubic feet of gas per day to Thailand, benefitting that nation’s rapidly expanding economy, providing an efficient and reliable source of energy, and enabling Thailand to use cleaner-burning natural gas to fuel its electrical plants instead of fuel oil. Revenues from sales to Thailand yielded several hundred million dollars a year to the Burmese military government. Unocal reported that besides its initial investment of $8.6 million, it spent a total of $230 million constructing the pipeline. It is estimated that it costs Unocal $10 million a year to operate the project. In return, Unocal’s share of gas revenues was $75 million a year, which would continue for the course of the 30-year contract. Unocal’s total gain is expected to reach approximately $2.2 billion dollars.

The benefits that the people in the region around the pipeline were deriving from the programs that Unocal and the other companies had initiated in that area were summarized by Unocal:

An extensive, multimillion-dollar socioeconomic development program associated with the project has brought real and immediate benefits to thousands of families who live in the pipeline region. These benefits include significantly improved health care, improvements in education, new transportation infrastructure and small business opportunities. The impact of these programs has been enormous. Infant mortality in the pipeline region, for example, had dropped to 31 deaths per 1,000 live births by the year 2000, compared to 78 deaths per 1,000 live births for Myanmar overall. In 2002, the infant mortality rate in the pipeline region declined again to just 13 deaths per 1,000 live births (national figures not yet available).16

These claims were corroborated by the Collaborative for Development Action, Inc. (CDA), an independent group headquartered in Massachusetts and funded by the governments of the Netherlands, Denmark, Canada, and Germany and by the World Bank. After three visits to the pipeline region, the CDA reported in February, 2004 that “the number of people benefitting from the Socio-Econ Program is steadily increasing.”17 Although “the program has mainly benefitted the middle class,” this “middle class has grown, relatively, wealthy” and the program was.
refocusing on “programs for the poorer people in the corridor.” The CDA noted, however, that “the educated middle-class” still wanted “freedom” and a government “based on a constitution.” Moreover, it appeared that benefits from the Yadana project were not benefiting the people of Burma outside the pipeline region, with the exception of the military government, whose stake in the project gave it a steady stream of income.

Not all Burmese citizens were pleased with the development of the Yadana Field. In October, 1996, 15 members of the Burmese Karen minority group, who alleged that they or their family members had been subjected to relocation, forced labor, torture, murder, and rape on the Yadana pipeline project, filed class action suits in U.S. courts against Unocal: one suit in U.S. federal court (Doe vs. Unocal) and a second in California state court. Both suits argued that Unocal should be held responsible for the injuries inflicted on hundreds of Karen by the Burmese military because the activities of the military were conducted on behalf of the pipeline project in which Unocal held a major stake and from which Unocal benefited. The suit in federal court was based on the federal 1789 Alien Tort Statute, which has been interpreted to authorize civil suits in U.S. courts for violations of internationally recognized human rights. On June 29, 2004, the U.S. Supreme Court upheld the right of foreigners to use the statute to seek compensation in U.S. courts for violations abroad. On December 20, 2004, Unocal announced it would settle the federal lawsuit, compensate the Karen villagers, and provide funds for social programs for people from the pipeline region. The terms of the settlement were not revealed.

Four months after the settlement, Chevron Corporation, announced it would purchase Unocal for $16.2 billion and so assume Unocal’s stake in the Yadana project. Chevron was accused of complicity in continuing human rights abuses in the pipeline area. EarthRights International (ERI), an NGO that had helped the villagers win their lawsuit, claimed in a series of reports that the Burmese army still provided security for the oil companies and while doing so engaged in human rights abuses “including torture, rape, murder, and forced labor.” In 2007 the military regime brutally suppressed nationwide demonstrations against its rule, shooting and killing dozens of Buddhist monks who led the peaceful protests, and imprisoning thousands of others. ERI claimed that revenues from the Yadana project financed these and other brutalities of the military regime. In a 2009 report, Total Impact, ERI calculated that the regime’s share of the Yadana revenues was $1.02 billion in 2008. Since 2000, according to a 2010 ERI report, Energy Insecurity, the project gave the regime $9 billion. ERI claimed much of that money went into offshore bank accounts owned by Burmese generals, while public expenditures on health and education remained the lowest in the region and poverty was widespread.

Questions
1. Assess whether from a utilitarian, rights, justice, and caring perspective, Unocal did the right thing in deciding to invest in the pipeline and then in conducting the project as it did. Assuming there was no way to change the outcome of this case and that the outcome was foreseen, was Unocal then justified in deciding to invest in the pipeline?
2. In your view, is Unocal morally responsible for the injuries inflicted on some of the Karen people? Explain. Is Chevron?
3. Do you agree or disagree with Unocal’s view that “engagement” rather than “isolation” is “the proper course to achieve social and political change in developing countries with repressive governments.” Explain.
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Why did John Locke say government has no right to take anyone’s private property?

Why did Adam Smith claim that government should not interfere with the free market?

What benefits did David Ricardo attribute to free trade?

What injustices did Karl Marx say were inherent in free market capitalism?

Shipping containers at one of the terminals of the Port of Singapore. As the world’s busiest hub for containerized cargo, the Port of Singapore is at the center of international trade. Singapore’s government has embraced globalization and supports free trade.
Since about 1980, globalization has surged forward to a degree that is unprecedented in our world’s history. Globalization has connected nations together so that goods, services, capital, and knowledge increasingly flow freely between them. These are carried by ever faster and cheaper transportation and communication systems, and these flows are facilitated by free trade agreements and international institutions like the World Trade Organization and the World Bank. As nations have opened their borders to free trade with other nations, businesses have had to face numerous challenges. In every country, individual companies and entire industries have been wiped out as globalization has forced them to compete with companies in other parts of the world. Workers have found themselves jobless when companies have relocated factories to other nations with cheaper wages. And companies have been accused of manipulating the institutions that regulate trade between nations to enrich themselves at the expense of the poor. To understand these accusations consider how two companies, Swingline—a manufacturer of staplers—and Abbott Labs—a pharmaceutical company—each in different ways took advantage of the business opportunities globalization has provided.

Jack Linsky, a Ukrainian immigrant, invented the modern easy-to-use “Swingline” stapler. In 1925 he built a stapler factory in New York where he hired immigrants from everywhere. Linsky’s workers liked him and with their hard work the company prospered until 1987 when he sold it for $210 million. But globalization and WTO agreements in 1995 began allowing foreign companies to freely import and sell their copycat staplers in the U.S. By 1997 the company was struggling to compete against these companies whose labor costs were much lower than its own. In 2000 the company fired all of its workers at its New York plant, closed the factory and moved its operations to Nogales, Mexico.

There the new North American Free Trade Agreement (NAFTA) allowed the company to make Swingline staplers using Mexico’s cheap labor and then import them into the U.S. without paying import tariffs. Cheap labor was plentiful in Nogales because NAFTA had also allowed U.S. farmers to sell their corn in Mexico. Since the U.S. government gives its corn farmers $5 to $10 billion a year in subsidies, U.S. corn growers could sell their corn in Mexico for less than Mexican farmers could. Between 1994 and 2004, 1.5 million Mexican corn farmers lost their only source of income and migrated to Nogales and other border cities to work for U.S. companies like Swingline. But by 2003 jobs in Mexico had began leaving the country and heading for China. China’s workers were paid even less than Mexican workers, and often worked in appalling “sweatshop” conditions. In 2010 the Swingline factory again fired all its workers, closed its Nogales factory, and contracted to have a Chinese factory make its staplers.

The example of Swingline raises a number of moral questions. Is it right for a company to abandon workers who have given decades of their lives to making it succeed? What obligations, if any, does a company have to the workers left behind when it moves to another country? Should government allow companies to move their operations to other countries in this way? What kind of obligations do companies have toward their foreign workers? As companies search for ever cheaper labor, will this produce a “race to the bottom” that will reduce workers’ standard of living throughout the world? Is it good or bad for countries to enter “free trade” agreements that threaten the livelihoods of their workers? Is global free trade itself good or bad?

Global free trade has been criticized not only for the impact it has had on workers like Swingline’s employees, but because of the impact it has had on all people, particularly those who live in poor nations. Many critics of free trade have argued that the international agreements and institutions that make free trade possible benefit global businesses, but harm the world’s poor and powerless. To understand these criticisms, consider, how Abbott Laboratories responded when Thailand’s government announced a new policy designed to provide its poorest people with a life-saving drug.
On March 21, 2007, Abbott Laboratories, a U.S. drug manufacturer with annual revenues of $26 billion and profits of $4.5 billion, angrily announced it would not allow seven of its unique new drugs to be sold in Thailand, including the HIV/AIDS drug Aluvia that, unlike similar drugs, did not have to be refrigerated in Thailand’s hot climate. Abbott was punishing Thailand who had decided to make a cheap version of Kaletra, a drug that Abbott had developed and to which it held the patent. The head of the AIDS Healthcare Foundation said: “I am horrified that Abbott would deprive poor people in need of lifesaving medications, particularly for those living with HIV/AIDS, in a country as hard-hit by the epidemic as Thailand.”

With about 600,000 of its people sick with HIV/AIDS and an average annual income of only $2,190 per person, Thailand was struggling to provide its HIV/AIDS patients with medications called “antiretrovirals.” Although HIV/AIDS is incurable, in 1996 scientists discovered that if HIV patients regularly took a combination of three “antiretroviral” drugs, the amount of the HIV virus in their bodies declined to where they could live healthy normal lives. But drug companies charged so much for the combination antiretroviral drugs—$10,000 to $15,000 per year in year 2000—that AIDS victims in poor developing countries could not afford them. In 2001, however, Cipla, an Indian drug company, began to make “generic” versions of the antiretroviral drug combinations for as little as $350 for a year’s supply and by 2007 its price was below $100. A “generic” drug is a chemically equivalent copy of a brand-name drug, but the company that makes it does not own the patent to the drug. Large drug companies discover, develop, and test new brand name drugs at an estimated cost of about $800 million per drug. A company with a new drug can ask its government for a “patent” for the drug, and if granted, the patent recognizes that the drug formula is the property of the company and that it alone has a right to make that drug for a set number of years. The large U.S. and European drug companies held that without patents and respect for their property rights, they could not recover, and would have little incentive to pay, the huge costs needed to develop and test new drugs, and drug research would come to an end. The drug companies therefore objected to Cipla’s action, especially when Cipla started to sell the low-priced generic versions of their drugs to other poor countries.

Until 1994, U.S. patent laws gave a new drug only 17 years of protection and only inside the United States. But in the early 1990s, U.S. drug companies began lobbying hard to get the U.S. government to pressure all countries to make patent laws part of the rules for the new World Trade Organization (WTO) that was then being formed. The WTO was to be a group of countries that agreed to abide by rules that would establish free and open markets among themselves. Pushed by the U.S. drug companies who made lavish donations to politicians, officials of the U.S. government insisted that WTO rules should require all member nations to adopt strict patent and copyright laws like those of the United States. Although the poor nations strongly objected to this, when the WTO was finalized in 1995, its rules included an article entitled “Trade Related Aspects of Intellectual Property Rights” (TRIPS) which required all WTO countries to adopt patent and copyright laws modeled on U.S. laws. Since it is difficult for a country to sell its goods to WTO nations unless it too belongs to the WTO, most nations joined the WTO in spite of their objections to TRIPS.

Under TRIPS, a patent given to a drug company by one WTO nation had to be respected by all other WTO nations for 20 years. The least developed or poorest countries, like India and Brazil, however, did not have to comply with TRIPS until 2006, and this deadline was later extended to 2016. TRIPS also included Article 31, which allowed an exception to its strict patent rules. Article 31 said that in case of “national emergencies,” or “other circumstances of extreme urgency” a poor country could make a patented drug without the authorization of the company that held the
patent. In 2001, the WTO issued a ruling affirming that Article 31 of TRIPS allowed a poor country to protect the health of its citizens by giving its own drug companies a “compulsory license” to make a patented drug (a compulsory license is one that a government forces a patent-holder to grant). The WTO ruling also stated that a poor country that could not manufacture drugs could instead import a patented drug that another poor country was making with a “compulsory license.” Moreover, the WTO stated, each nation had the right “to determine the grounds upon which such licenses are granted.” U.S. and European pharmaceutical companies had lobbied hard to defeat Article 31, but in the end enough WTO countries supported it and it had became an official WTO rule. The U.S. and European drug companies, however, vowed they would continue to oppose the rule and its use, especially by a company like Cipla that claimed TRIP rules allowed it to make and sell cheap copies of their patented drugs.

On January 25, 2007, Thailand announced that it was issuing a “compulsory license” to one of its own government-owned drug companies so it could make a generic version of Abbott’s Kaletra. Kaletra was one of a new group of expensive “second-line” antiretroviral drugs Abbott had developed and patented. When an AIDS victim began treatment, the antiretroviral drugs he or she received was called a “first-line” treatment and it was relatively cheap since companies like Cipla could provide cheap generic versions. Often, however, the patient’s HIV became resistant to the first-line drugs, and they stopped working. The patient then had to be given the newer antiretroviral drug combinations that were called a “second line” of treatment and that were expensive since only the large drug companies were making those. Thailand’s government estimated that about 80,000 of its AIDS victims now needed a “second-line” drug like Abbott’s Kaletra. However, it said, it could not afford even the “discounted” price of $2,200 Abbott insisted poor countries had to pay for a year’s supply of Kaletra.

Abbott Laboratories said that if Thailand started making a version of Kaletra, it would be taking Abbott’s property since the company held the patent and it had discovered, developed, and tested the drug using several hundred million dollars of its own money. Moreover, Abbott said, under its interpretation of TRIPS, Thailand had no right to ignore Abbott’s patent simply because it did not want to pay for the drug; reluctance to pay did not constitute an “emergency.” The head of Doctors Without Borders in Thailand said of Abbott’s position: “For me, it’s just evil. It’s appalling … It reflects so badly on the multinational companies.”

The conflict between Thailand and Abbott Laboratories raises issues that have made globalization and free trade controversial, issues quite different from the labor issues raised by Swingline’s move to Mexico and later to China. Many poor countries argue that the new free trade rules benefit multinational companies at the same time that they place poor countries at a disadvantage. Poor countries say that multinational companies—like the large drug companies—have been able to influence the rules that govern international trade and bend them to serve their own corporate interests. In the name of free trade, the rich nations have forced the poor nations to accept rules that benefit the companies of the rich nations, while ignoring the welfare of the people of poor nations. Moreover, critics argue, new forms of property—such as patents on drugs—have been developed that seem to actually conflict with free trade, since they restrict the free flow of the formulas and knowledge that constitute these new forms of “intellectual property.”

These controversies over globalization and free trade are but the latest episodes in a great and centuries-long moral debate: Should governments impose restrictions on business activities and economic exchanges, or should they leave business firms free to pursue their own interests within free markets, and allow them also to trade freely with members of other nations? Do governments align themselves with the interests of wealthy corporations, and if so, is it right for them to do so? One side argues that free markets and free trade are defective because they cannot deal with many of the
problems business activities create, such as unfair competition, global pollution, unfair labor practices, sweatshops, discrimination, and disregard for the wellbeing of the poor. The other side argues that government restrictions on business are bad because they violate their property rights and right to freedom, lead to unfairness, and leave us all worse off. This chapter examines these moral arguments for and against allowing businesses to operate in free markets and free trade systems.

Economic Systems

Arguments about free markets and free trade are arguments about economic systems. An economic system is the system a society (or group of societies) uses to provide the goods and services it needs to survive and flourish.¹⁵ This system must accomplish two basic economic tasks. First, is the task of actually producing goods and services, which requires determining what will be produced, how it will be produced, and who will produce it. The second is the task of distributing these goods and services among its members, which requires determining who will get what and how much each will get. To accomplish these two tasks, economic systems rely on three kinds of social devices: traditions, commands, and markets. Each of these three provides a way to organize people’s activities, a way to motivate people, and a way to decide who owns or controls society’s productive resources.

So-called primitive societies used economic systems based primarily on tradition. Tradition-based societies are small and rely on traditional communal roles and customs to carry out the two basic economic tasks. Individuals are motivated by the community’s expressions of approval or disapproval, and the community’s productive resources—such as its herds—are often owned in common. A small nomadic tribe, for example, that survives by hunting and herding might rely on the traditional roles of husband, wife, mother, father, son, and daughter to decide both who does what and who gets what and may hold its herd in common. Societies that are almost completely tradition-based exist even today among Bushmen, the Inuit, Kalahari hunters, and Bedouin tribes.

Large modern societies carry out the two main economic tasks primarily through two very distinctive ways of organizing themselves: commands and markets.¹⁶ In an economic system based primarily on commands, a government authority (a person or a group) makes the economic decisions about what enterprises must produce, which enterprises will produce it, and who will get it.¹⁷ Productive resources such as land and factories are mostly owned or controlled by government and are considered to belong to the public or to “the people.” Individuals are motivated to put forth the required effort by the rewards and punishments government doles out and by its exhortations to serve society. China, Viet Nam, North Korea, Cuba, the former Soviet Union, and several other nations, at different times, have run their economies primarily on the basis of commands.

By contrast, in a system based primarily on markets, private companies make the main decisions about what they will produce and who will get it.¹⁸ Productive resources like land and factories are owned and managed by private individuals, not by government, and are considered the individual’s “private property.” People are motivated to work primarily by the desire to get paid for voluntarily supplying the things others are willing to pay for. England in the nineteenth century is often cited as a prime example of an economy that was based primarily on a market system.

Economies today contain elements of all three of these: traditions, commands, and markets.¹⁹ The United States, for example, is highly “market-oriented,” yet some citizens still consider some jobs (such as primary school teachers and nurses) to be “women’s work,” while others (like police officers and truck drivers) are “men’s
ideology A system of normative beliefs shared by members of some social group.

free markets Markets in which each individual is able to voluntarily exchange goods with others and to decide what will be done with what he or she owns without interference from government.

work,” so for them “tradition” determines who does those jobs. Moreover, the U.S. government not only issues “commands” that regulate business, labor, and international trade, but also owns or has owned several important businesses, including the Export-Import Bank, the U.S. Postal Service, the Federal Prison Industries, Ginnie Mae, the Tennessee Valley Authority, Amtrak, the Corporation for Public Broadcasting, and several others. In 2010, the U.S. government acquired full or partial ownership of dozens of failing businesses including car companies (General Motors), banks (Citigroup), and insurance companies (AIG).

It would be undesirable to run an economy completely on the basis of traditions, or commands, or markets. If an economy was a pure market system, for example, with no economic interventions by government, there would be no constraints whatever on the property one could own or what one could do with it. Slavery would be entirely legal, as would prostitution and all drugs including hard drugs. Today, the governments of even the most market-oriented economies decree that there are some things that may not be owned (such as slaves), some things that may not be done with one’s own property (such as pollution), some exchanges that are illegal (children’s labor), and some exchanges that are imposed (through taxation). Such limitations on markets are intrusions of a command system: Government concern for the public welfare leads it to issue commands concerning which goods may or may not be produced or exchanged. Similarly, even under the almost all-encompassing command system of the former Soviet Union’s harsh Stalinist regime, local markets—many of them so-called “black markets”—existed where workers could trade their wages for the goods they wanted.

Since the eighteenth century, debates have raged over whether economies should be based more on commands or on markets. Should we have more government commands in the form of more economic regulations and more government control of business enterprises, or should government stand back and trust the economy more to the workings of the “market” and the decisions of private owners of companies? Sometimes these debates have been expressed in terms of whether economic activities should be more or less “free” of government “intrusions” and then the discussion is about “free markets” (“free,” that is, of government limits) and “free trade.” Sometimes the debate is about “laissez-faire” policies, which, literally, is the French phrase for policies that “let us act” free of government controls.

Today, these debates continue on two levels: (1) whether a nation’s own internal economy should be organized as a “free market” economy, and (2) whether exchanges between nations should be based on “free trade” principles. The reader should not confuse the two different levels of these debates, although the two levels are related. The debate at the first level asks whether a nation’s government should regulate business exchanges between its citizens or, instead, allow its citizens to freely exchange goods with each other. The debate at the second level asks whether a nation’s government should allow its citizens to freely trade goods with the citizens of other nations or, instead, impose tariffs, quotas, or other limits on the goods citizens may want to buy from foreign citizens. We can call the first the debate over free markets, and the second the debate over free trade. In this chapter, we will examine the arguments on both sides of these debates, which are, in the end, about the proper role of governments and of markets both nationally and internationally.

In analyzing these arguments on free markets and free trade, on government commands and markets, we in effect analyze what sociologists refer to as ideologies. An ideology is a system of normative beliefs shared by members of some social group. The ideology expresses the group’s answers to questions about human nature (e.g., Are human beings only motivated by economic incentives?), the basic purpose of our social institutions (e.g., What is the purpose of government?
Of business? Of property?), how societies actually function (e.g., Are markets really free? Does big business control government?), and the values society should try to protect (e.g., freedom, productivity, equality).

The ideologies that we here in the United States hold today incorporate ideas drawn from Adam Smith, John Locke, David Ricardo, and other influential thinkers whose normative views we will examine and evaluate in this chapter. We discuss these ideas not only because of the significant influence they have on our ideologies, but because many people today argue that these ideologies must be adjusted if they are to meet the contemporary needs of business and society. It would be a valuable exercise for the reader to identify the ideology he or she holds and to examine and criticize its elements while reading this chapter.

We will begin this chapter by looking at two important arguments for free markets in Sections 1 and 2. The first argument, which we examine in Section 1, originated with John Locke and is based on a theory of moral rights. The second argument in favor of free markets, which we examine in Section 2, was first clearly proposed by Adam Smith and is based on utilitarian principles. In Section 3, we turn from free-market arguments to focus on international free-trade arguments. Here we will discuss the ideas of David Ricardo, whose life overlapped that of Adam Smith and who, like Smith, based his views about free trade on utilitarian principles. Finally, in Section 4, we will discuss the important but opposing arguments of Karl Marx, who held that without government controls, free market systems promote injustice both nationally and internationally.

1 Free Markets and Rights: John Locke

One of the most popular cases for allowing government to play only a very limited role in markets derives from the idea that human beings have certain “natural rights” that only a free market system can protect. The two natural rights that free markets are supposed to protect are the right to freedom and the right to private property. Free markets are supposed to preserve the right to freedom insofar as they enable each individual to voluntarily exchange goods with others free from the coercive power of government. They are supposed to preserve the right to private property insofar as each individual is free to decide what will be done with what he or she owns without interference from government.

John Locke (1632–1704), an English political philosopher, is generally credited with developing the idea that human beings have a “natural right” to liberty and a “natural right” to private property. Locke argued that if there were no governments, human beings would find themselves in a state of nature. In this state of nature, each individual would be the political equal of all others and would be perfectly free of any constraints other than the law of nature—that is, the moral principles that God gave to humanity and that each individual can discover by the use of God-given reason. As he puts it, in a state of nature, everyone would be in:

A state of perfect freedom to order their actions and dispose of their possessions and persons as they think fit, within the bounds of the law of nature, without asking leave, or depending upon the will of any other man. A state also of equality, wherein all the power and jurisdiction is reciprocal, no one having more than another... without subordination or subjection [to another].... But ... the state of nature has a law of nature to govern it, which obliges everyone: and reason, which

---

Every man has a property in his own person. Excerpt from John Locke. Two Treatises of Government (rev.) Peter Laslett (ed.). Copyright © 1963 Cambridge University Press. Reprinted with permission.

Lockean rights
The right to life, liberty, and property.

is that law, teaches all mankind, who will but consult it, that being all equal and independent, no one ought to harm another in his life, health, liberty, or possessions.25

According to Locke, the law of nature “teaches” that each has a right to liberty and that, consequently, “no one can be put out of this [natural] estate and subjected to the political power of another without his own consent.”26 The law of nature also informs us that all have rights of ownership over their bodies, their labor, and the products of their labor, and that these ownership rights are “natural”—that is, they are not invented or created by government nor are they the result of a government grant:

Every man has a property in his own person: This nobody has a right to but himself. The labor of his body, and the work of his hands, we may say, are properly his. Whatsoever then he removes out of the state that nature has provided and left it in, he has mixed his labor with, and joined to it something that is his own, and thereby makes it his property. . . . [For] this labor being the unquestionable property of the laborer, no man but he can have a right to what that [labor] is once joined to, at least where there is enough, and as good, left in common for others.27

The state of nature, however, is a perilous state in which individuals are in constant danger of being harmed by others, “for all being kings as much as he, every man his equal, and the greater part no strict observers of equity and justice, the enjoyment of the property he has in this state is very unsafe, very insecure.”28 Consequently, individuals inevitably organize themselves into a political body and create a government whose primary purpose is to provide the protection of their natural rights that is lacking in the state of nature. Because the citizen consents to government “only with an intention . . . to preserve himself, his liberty and property . . . the power of the society or legislature constituted by them can never be supposed to extend farther” than what is needed to preserve these rights.29 Government cannot interfere with any citizen’s natural right to liberty and natural right to property except insofar as such interference is needed to protect one person’s liberty or property from being invaded by others.

Although Locke never explicitly used his theory of natural rights to argue for free markets, several twentieth-century authors have employed his theory for this purpose.30 Friedrich A. Hayek, Murray Rothbard, Gottfried Dietze, Eric Mack, and many others have claimed that each person has the right to liberty and property that Locke credited to every human being and that, consequently, government must leave individuals free to exchange their labor and their property as they voluntarily choose.31 Only a free private enterprise exchange economy, in which government stays out of the market and in which government protects the property rights of private individuals, allows for such voluntary exchanges. The existence of the Lockean rights to liberty and property, then, implies that societies should incorporate private property institutions and free markets.

Locke’s views on the right to private property have had a significant influence on American institutions of property, an influence that has continued to be felt in today’s computer society. First, and most important, throughout most of its early history, U.S. law held to the theory that individuals have an almost absolute right to do whatever they want with their property and that government has only a limited right to interfere with or confiscate an individual’s private property even for the good of society. The Fifth Amendment to the U.S. Constitution states that “No person shall be . . . deprived of life, liberty, or property without due process of law; nor shall private property be taken for public use, without just compensation.” This amendment (which quotes Locke’s phrase, “life, liberty, and property”) ultimately derives from Locke’s view that
private property rights are established “by nature” (when an individual “mixes” labor into a thing) and so are prior to government. Government does not grant or create private property rights. Instead, it must respect and protect the property rights that are naturally generated through labor and trade.

It is only relatively recently, in the late nineteenth and twentieth centuries, that this Lockean view began to give way in the United States to the more “socialist” view that government may limit an individual’s private property rights for the good of society. Even today in the United States, there is a strong presumption that government does not create property rights, but must respect and enforce the property rights that individuals create through their own efforts. U.S. law explicitly recognizes, for example, that if a person produces a literary text, the text is his property even without a government-issued copyright. It is important to see that this Lockean view of property is not universal. In some countries, such as Japan, resources are not seen as things over which individuals have an absolute private property right. Instead, in Japan, as in many other Asian societies, resources are seen as functioning primarily to serve the needs of society as a whole, and so the property rights of individuals should give way to the needs of society when there is a conflict between the two.

Second, underlying many U.S. laws regarding property and ownership is Locke’s view that, when a person expends labor and effort to create or improve a thing, that person “by nature” acquires property rights over that thing. If a person writes a book or software program, for example, then that book or software program automatically becomes the property of the person who “mixed” his labor into it. A person may, of course, agree to “sell” labor to an employer, and thereby agree that the employer will gain ownership of whatever the person creates. However, even such employee agreements assume that the employee has the right to “sell” labor, and this means that the employee must have been the original owner of the labor used to create the object. Software developers, for example, are declared the rightful owners of the software programs they develop not only because they have invested a great deal of time and energy into developing these programs, but also because they have paid the software engineers who “sold” them their labor to produce these programs. These views on property, of course, all assume that “private property” is really a bundle of rights. To say that X is my private property is to say that I have a right to use it, consume it, sell it, give it away, loan it, rent it, keep anything of value it produces, change it, destroy it, and, most important, exclude others from doing any of these things without my consent.

Let’s consider the actions of Abbott Laboratories in light of Locke’s views. Recall that Abbott Laboratories withheld several lifesaving drugs from Thailand’s people when their government announced its intention to manufacture a drug that Abbott had patented. Abbott claimed that Thailand was “stealing” the company’s “intellectual property.” Regardless of what any government or other ruling body might say, Abbott insisted, it had created the formula for the drug and invested the money needed to develop it, and so it was Abbott’s property and no one else had a right to use it without Abbott’s authorization. Abbott’s position was based on the Lockean view that private property is created by one’s labor and not by government. The right to property, like the right to liberty, are prior to, or more basic than, government’s authority and, as Locke insisted, government is created to protect these fundamental rights. The head of a pharmaceutical association that represented Abbott and other multinational drug companies said: “After the company does 10 years of research, and then suddenly the Thai government would like to impose a compulsory license, taking away their property, their assets—this is not right.”

Thailand’s government, on the other hand, issued a report in which it stated that it had “fully complied with [all] the national and international legal frameworks,” including TRIPS. It pointed out that the World Trade Organization (WTO) had explicitly declared that to protect its citizens’ health, a country could issue a compulsory license
and manufacture a drug without the authorization of the company that held the patent. Consequently, Thailand said, it was not wrong to manufacture the drug even though Abbott held the patent since the legal framework that created the patent and turned the drug formula into a form of “property,” explicitly allowed them to use the formula. Thailand’s view, then, was that property rights are created by government and its laws, a view that is decidedly unLockean.35 Also unlike Locke, Thailand held that property rights are not absolute. Thailand said in its report that its decision was based on its “commitment to put the right to life above trade interests.” Property rights, then, are limited by “the right to life” because human life is more important than the international rules that protect “trade interests” by protecting property rights.

The views of both Abbot Laboratories and Thailand, then, were shaped by their ideologies, i.e., by their views about which rights are most basic, about the purpose of government, and about the nature of private property.

Criticisms of Lockean Rights

Criticisms of the Lockean defense of the right to liberty both within and outside of markets, have focused on four of its major weaknesses: (1) the assumption that individuals have the “natural rights” Locke claimed they have, (2) the conflict between these negative rights and positive rights, (3) the conflict between these Lockean rights and the principles of justice, and (4) the individualistic assumptions Locke makes and their conflict with the demands of caring.

First, the Lockean defense of free markets rests on the assumption that people have rights to liberty and property that take precedence over all other rights. If humans do not have the overriding rights to liberty and property, then the fact that free markets would preserve the rights does not mean a great deal. Neither Locke nor his twentieth-century followers, however, have provided the arguments needed to establish that human beings have such “natural” rights. Locke merely asserted that, “reason….teaches all mankind, who will but consult it” that these rights exist.36 Instead of arguing for these rights, therefore, Locke fell back on the bare assertion that the existence of these rights is “self-evident”: All rational human beings are supposed to be able to intuit that the alleged rights to liberty and to property exist. Many reasonable people, however, say they have tried but failed to have this intuition.37

Locke’s failure to provide arguments for his view will be clearer if we look more closely at what he says about the natural right to property. Locke says that when a person “mixes” labor into some object that is unclaimed, the object automatically (naturally) becomes that person’s property. For example, if I find a piece of driftwood on a seashore and whittle it into a pretty statue, the statue becomes my property because I have taken something of mine—my labor—and “mixed” it into the wood so as to make it more valuable. Investing effort and work into making something more valuable makes that thing mine. But why should this be? As the philosopher Robert Nozick has asked, if I “mix” my labor into something that is not yet mine, then why isn’t this just a way of losing my labor?38 Suppose that I own a cup of water and I throw my cup of water into the ocean so that I mix my water with the unowned water of the ocean. Does the ocean become “mine”? Clearly, in this case at least, mixing something of mine into something that is not mine is merely a way of losing what was mine, not a way of acquiring something that was not mine. Why is it that when I invest my work in improving or changing some object so as to make it more valuable, that object becomes my “property”? Locke provides no answer to this question, apparently thinking that it is “self-evident.”

Second, even if human beings have a natural right to liberty and to property, it does not follow that these rights must override all other rights. The right to liberty and to property are “negative” rights. As we saw there, negative rights can conflict with people’s
positive rights. For example, the negative right to liberty may conflict with someone else’s positive right to food, medical care, housing, or clean air. Why must we believe that in such cases the negative right has greater priority than the positive right? Critics argue that we have no reason to believe that the rights to liberty and property are overriding. Consequently, we also have no reason to be persuaded by the argument that free markets must be preserved because they protect this right.\footnote{39}

The third major criticism of the Lockean defense of free markets is based on the idea that free markets create unjust inequalities.\footnote{40} In a free market economy, a person’s productive power is proportioned to the amount of labor or property already possessed. Those individuals who have accumulated a great deal of wealth and who have access to education and training will be able to accumulate even more wealth by purchasing more productive assets. Individuals who own no property, who are unable to work, or who are unskilled (such as the handicapped, infirm, poor, aged) will be unable to buy any goods at all without help from the government. As a result, without government intervention, the gap between the richest and poorest widens until large disparities of wealth emerge. Unless government intervenes to adjust the distribution of property that results from free markets, large groups of citizens will remain poor while others grow ever richer.

To prove their point, critics cite the high poverty levels and large inequalities evident in “free market” nations such as the United States. In 2008, for example, 39.8 million Americans, or 13.2 percent of the population, were living in poverty; the same year the richest 20 percent of U.S. households had an average income of $171,057.\footnote{41} In 2008, the poorest 20 percent of U.S. households had an average income of $11,984 while the average income of the richest 5 percent of U.S. households was $322,881 or 27 times the average of the poorest 20 percent.\footnote{42} Some 17 million U.S. households—about 51 million people—suffered from hunger during 2008 because they did not have enough food to meet the basic needs of all household members.\footnote{43} About 46.3 million people had no health insurance during 2008.\footnote{44} Between 2.3 million and 3.5 million people (1.35 million of them children) are homeless in a given year.\footnote{45} In contrast, the top 1 percent of the population held almost half of America’s net financial wealth, owned more than a third of the nation’s total net worth, received one-fifth of the country’s income, and lived in households worth an average of $18,529,000.\footnote{46} Critics point to the highly unequal distribution of income and wealth found in the United States, as Table 1 indicates. By standard measures of inequality, such as the so-called “Gini Index,” U.S. inequality has been rising steadily (see Figures 1 and 2). Figure 3 shows how the richest 20 percent of U.S. households now take in as much income as all the rest combined.

<table>
<thead>
<tr>
<th>Group</th>
<th>Percent of Total U.S. Income</th>
<th>Percent of Total U.S. Financial Wealth</th>
<th>Percent of Total U.S. Net Worth</th>
<th>Average Household Net Worth</th>
<th>Percent of Total U.S. Stock</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top 1%</td>
<td>21.3</td>
<td>42.7</td>
<td>34.6</td>
<td>$18,529,000</td>
<td>38.3</td>
</tr>
<tr>
<td>Top 20%</td>
<td>61.4</td>
<td>93.0</td>
<td>85.0</td>
<td>$2,278,000</td>
<td>91.1</td>
</tr>
<tr>
<td>Second 20%</td>
<td>17.8</td>
<td>6.8</td>
<td>10.9</td>
<td>$291,000</td>
<td>6.4</td>
</tr>
<tr>
<td>Third 20%</td>
<td>11.1</td>
<td>1.3</td>
<td>4.0</td>
<td>$71,200</td>
<td>1.9</td>
</tr>
<tr>
<td>Bottom 40%</td>
<td>9.6</td>
<td>-1.0</td>
<td>0.2</td>
<td>$2,200</td>
<td>0.6</td>
</tr>
</tbody>
</table>

(*Top 20% includes “Top 1%;” the negative sign under Financial Wealth indicates debt.)

Rising U.S. Inequality since 1968
As measured by the Gini Index

Figure 1

Increasing Family Inequality, 1973–1998
Percent of total U.S. income received by top 20% of U.S. families
Percent of total U.S. income received by bottom 60% of U.S. families

Figure 2
Inequality on a global level has also increased, driven in part by the forces of globalization. Recall the case of Swingline, the company that manufactures staplers and staples. When the company left its workers behind in New York and moved to Mexico, the economic standing of the abandoned workers declined. When the company then left Mexico and moved to China because of its cheaper wage policies, the living standards of its abandoned workers once again went down. Thus, free trade agreements and globalization have enabled companies to move their operations from one country to another, and as a result the working poor of the world, many claim, keep getting poorer and this ultimately increases inequality.

Finally, critics have argued, Locke’s argument assumes human beings are atomistic individuals with personal rights to liberty and property that flow from their individual nature independently of their relations to the larger community. Because these rights are assumed to be prior to and independent of the community, the community can make no claims on the property or freedom of the individual. However, critics claim that these individualistic assumptions are completely false: They ignore the key role of caring relationships in human societies and the demands of caring that arise from these relationships. Critics of Locke point out that humans are born dependent on the care of others; as they grow, they remain dependent on the care of others to acquire what they need to become able adults. Even when they become adults, they depend on the caring cooperation of others in their communities for virtually everything they do or produce. Even an individual’s liberty depends on others. The degree of liberty a person has depends on what the person can do: The less a person can do, the less she is free to do. But a person’s abilities depend on what the person learns from those who care for her, as well as on what others care to help her to do or allow her to do.

Similarly, the “property” that a person produces through labor depends ultimately on the skills acquired from those who cared for him or her and on the cooperative work of others in the community such as employees. Even one’s identity—the sense of who one is as a member of the various communities and groups to which one belongs—depends on one’s relationships with others in the community. In short,
the individualistic assumptions built into Locke’s view of human beings ignores the concrete caring relationships from which a person’s identity and the possibility of individual rights arise. Humans are not atomistic individuals with rights that are independent of others; instead, they are persons embedded in caring relationships that make those rights possible and that make the person who and what she is. Moreover, critics continue, persons are morally required to sustain these relationships and to care for others as others have cared for them. The community can legitimately make claims on the property of individuals and can restrict the freedom of individuals precisely because the community and the caring it has provided are the ultimate source of that property and freedom.

2 Free Markets and Utility: Adam Smith

The second major support for free markets derives from the utilitarian argument that free markets and private property will produce greater benefits than any amount of government interference could. In a system with free markets and private property, buyers will seek to purchase what they want for themselves at the lowest prices they can find. Therefore, it will pay private businesses to produce and sell what consumers want and to do this at the lowest possible prices. To keep their prices down, private businesses will try to cut back on the costly resources they consume. Thus, the free market, coupled with private property, ensures that the economy is producing what consumers want, that prices are at the lowest levels possible, and that resources are efficiently used. The economic utility of society’s members is thereby maximized.

Adam Smith (1723–1790), the “father of modern economics,” is the originator of this utilitarian argument for the free market. According to Smith, when private individuals are left free to seek their own interests in free markets, they will inevitably be led to further the public welfare by an invisible hand:

> By directing [his] industry in such a manner as its produce may be of the greatest value, [the individual] intends only his own gain, and he is in this, as in many other cases, led by an invisible hand to promote an end that was no part of his intention. . . . By pursuing his own interest he frequently promotes that of society more effectively than when he really intends to promote it.  

The “invisible hand,” of course, is market competition. Every producer seeks to make a living by using private resources to produce and sell those goods that the producer perceives people want to buy. In a competitive market, a multiplicity of such private businesses must all compete with each other for the same buyers. To attract customers, therefore, each seller is forced not only to supply what consumers want, but to drop the price of goods as close as possible to “what it really costs the person who brings it to market.” To increase his or her profits, each producer will pare costs, thereby reducing the resources consumed. The competition produced by a multiplicity of self-interested private sellers serves to lower prices, conserve resources, and make producers respond to consumer desires. Motivated only by self-interest, private businesses are led to serve society. As Smith stated the matter in a famous passage:

> It is not from the benevolence of the butcher, the baker, and the brewer that we expect our dinner, but from their regard for their own self-interest. We address ourselves not to their humanity, but to their self-love, and never talk to them of our own necessities, but of their advantages.
Smith also argued that a system of competitive markets allocates resources efficiently among the various industries of a society.\textsuperscript{51} When the supply of a certain commodity is not enough to meet the demand, buyers bid the price of the commodity upward until it rises above what Smith called the \textit{natural price} (i.e., the price that just covers the costs of producing the commodity, including the going rate of profit obtainable in other markets). Producers of that commodity then reap profits higher than those available to producers of other commodities. The higher profits induce producers of those other products to switch their resources into the production of the more profitable commodity. As a result, the shortage of that commodity disappears and its price sinks back to its natural level. Conversely, when the supply of a commodity is greater than the quantity demanded, the resulting surplus causes its price to fall, inducing its producers to switch their resources into the production of other, more profitable commodities. The fluctuating prices of commodities in a system of competitive markets then forces producers to allocate their resources to those industries where they are most in demand and to withdraw resources from industries where there is a relative oversupply of commodities. The market, in short, allocates resources so as to most efficiently meet consumer demand, thereby promoting social utility.

The best policy of a government that hopes to advance the public welfare, therefore, is to do nothing: to let each individual pursue his self-interest in “natural liberty” so he is free to buy and sell whatever he wishes.\textsuperscript{52} Any interventions in the market by government can only serve to interrupt the self-regulating effect of competition and reduce its many beneficial consequences by creating either surpluses or shortages. The view that government interventions in the market are not beneficial, was the view that Abbott Laboratories adopted when it objected to Thailand’s decision to manufacturer Abbott’s patented drug. Abbott argued that the high prices it put on its drugs were necessary to recover the high costs of developing them, and if companies could not charge these high prices they would no longer have any incentive to continue developing new drugs, which would induce a shortage of new drug development. When Thailand’s government intervened in the drug market by taking Abbott’s patented drug, then, it interfered with Abbott’s ability to recover its costs and to some extent, removed Abbott’s incentive to continue developing new AIDS drugs, thereby potentially lowering the future supply of new AIDS drugs. Thus, in the long run, the government’s intervention in the drug market was hurting its own people. Government interventions in the market, as Smith argued, will always end up harming consumers.

In the early twentieth century, economists Ludwig von Mises and Friedrich A. Hayek supplemented Smith’s market theories by an ingenious argument.\textsuperscript{53} They argued that not only does a system of free markets and private ownership serve to allocate resources efficiently, but it is in principle, impossible for the government or any human being to allocate resources with the same efficiency. Human beings cannot allocate resources efficiently because they can never have enough information nor calculate fast enough to coordinate in an efficient way the hundreds of thousands of daily exchanges required by a complex industrial economy. In a free market, high prices indicate that additional resources are needed to meet consumer demand, and they motivate producers to allocate their resources to those consumers. The market thereby allocates resources efficiently from day to day through the pricing mechanism. If a government were to try to do the same thing, von Mises and Hayek argued, it would have to know from day to day what things each consumer desired, what materials each producer would need to produce the countless things consumers desired, and would then have to calculate how best to allocate resources among interrelated producers so as to enable them to meet consumer desires. Von Mises and Hayek claimed that the infinite quantity of detailed bits
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**Quick Review 3**

According to Adam Smith

- Market competition ensures the pursuit of self-interest in markets advances the public’s welfare which is a utilitarian argument.
- Government interference in markets lowers the public’s welfare by creating shortages or surpluses.
Commodification or How Free Should Free Markets Be?

To “commodify” something is to treat it as, or turn it into, a commodity that can be bought and sold. Many people think we should be free to commodify whatever we want. Take Judge Richard Posner who sits on the U.S. Court of Appeals for the Seventh Circuit in Chicago. In an article, “The Economics of the Baby Shortage: A Modest Proposal,” he pointed out that there are more couples who want to adopt a baby than there are babies up for adoption. He suggests that this “shortage” could be fixed by starting a “baby market” in which available babies could be sold and couples that want to adopt could buy them. In such a “baby market,” he pointed out, a shortage of babies would cause their price to rise, and rising prices would lead to more babies being put up for sale and fewer couples stepping up to buy them, which would solve the shortage. There are other things besides babies that people would like to commodify but which the government does not allow such as body parts, sex, and hard drugs. In the United States, 80,000 sick people are on waiting lists for kidneys, but there are not enough donors willing to donate a kidney for free, (or enough recently deceased and suitable cadavers) so about 3,500 people on this list die each year. Some business entrepreneurs have started (illegal) brokerage services through which Americans can buy kidneys (or corneas, eyes, skin, and half-livers) from poor people in India, Pakistan, Iraq, Moldova, Romania, China, Peru, and Russia. The broker will charge the American $150,000 for a kidney transplant, pay about $10,000 to a poor person somewhere who is willing to sell a kidney for that price, and have the operation performed in South Africa. For example, an Iraqi, Raad Bader al-Muhssin, who was having trouble supporting his family when his wife got cancer, quickly accepted when he was offered $12,000 for one of his kidneys:

I lived my whole life a poor man and was afraid my children were going to have the same fate and my wife would die because we do not have money to help her. It is [my] one chance in life. I still have a healthy kidney and with the money I got I will never be humiliated again. My sons returned to school and our life changed.

Many people would like government to allow the open sale of sexual intimacies and affection, but since selling sex is illegal in all states but Nevada, “sex workers” must secretly market their services online and in the Yellow Pages as “escorts.” Others would like governments to allow people to freely buy and sell “hard” drugs like cocaine and heroin, as in some countries like Spain, Mexico, Portugal, and Italy.

1. Does commodification of a thing change the way we think of it? Is there anything that should not be commodified? Why or why not?

2. Explain why each of the above proposals for expanding the free market is a good, or a bad idea. What would John Locke and Adam Smith say about your explanations?

of information and the astronomical number of calculations that such an government would need to make were beyond the capacity of any group of human beings. Thus, not only do free markets allocate goods efficiently, but it is quite impossible for government planners to duplicate their performance.

Although Adam Smith did not discuss the notion of private property at great length, it is a key assumption of his views. Before individuals can come together in markets to sell things to each other, they must have some agreement about what each individual “owns” and what each individual has the right to “sell” to others. Unless a society has a system of private property that allocates its goods to individuals, that society cannot have a free market system. For this reason, Adam Smith assumed that a society with free markets would have a private property system, although he gave no explicit arguments showing that a system of private property was better than, say, a system where all productive resources were “owned” in common by everyone or by government. Earlier philosophers, however, had provided arguments in support of a private property system that, like Smith’s own arguments for free markets, were based on utilitarian considerations. In the thirteenth century, for example, philosopher Thomas Aquinas argued that society should not rely on a property system in which people own all things “in common.” Instead, society would prosper best if its resources were owned by individuals who would have an interest in improving and caring for those resources. A private property system, Aquinas argued:

...is necessary to human life for three reasons. First because every man is more careful to procure what is for himself alone than that which is common to many or to all: since each one would shirk the labor and leave to another that which concerns the community....Secondly, because human affairs are conducted in more orderly fashion if each man is charged with taking care of some particular thing himself, whereas there would be confusion if everyone had to look after any one thing indeterminately. Thirdly, because a more peaceful state is ensured to man if each one is contented with his own. Hence it is to be observed that quarrels arise more frequently where there is no division of the things possessed.54

In the view that Aquinas proposed, private property is not something that is “naturally” produced when labor is “mixed” into things, as Locke claims. Instead, private property is a social construct, an artificial, but beneficial, social institution that we create and that can be shaped in numerous ways. These utilitarian arguments in favor of a private property system over a system of common ownership have often been repeated. In particular, many philosophers have repeated the argument that, without a private property system in which individuals get the benefits that come from caring for the resources they own, individuals would stop working because they would have no incentive to work.55 A private property system is best because it provides incentives for individuals to invest their time, work, and effort in improving and exploiting the resources they own and whose benefits they know they will personally receive.

**Criticisms of Adam Smith**

Critics of Smith’s classic utilitarian argument in defense of free markets and his assumptions regarding private property have attacked him on a variety of fronts. The most common criticism is that the argument rests on unrealistic assumptions.56 Smith’s arguments assume, first, that the impersonal forces of supply and demand will force prices down to their lowest levels because the sellers of products are so numerous and each enterprise is so small that no one seller can control the price of
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**Quick Review 4**

**Additional Support for Adam Smith**

- Hayek and von Mises argued governments should not interfere in markets because they cannot have enough information to allocate resources as efficiently as free markets.
- Smith assumes a system of private property like Aquinas defends with the utilitarian argument that private ownership leads to better care and use of resources than common ownership.
a product. This assumption was perhaps true enough in Smith’s day, when the largest firms employed only a few dozen men and a multitude of small shops and petty merchants competed for the consumer’s attention. However, today many industries and markets are completely or partially monopolized, and the small firm is no longer the rule. In these monopolized industries, where one or a few large enterprises are able to set their own prices, it is no longer true that prices necessarily move to their lowest levels. The monopoly power of the industrial giants enables them to keep prices at artificially high levels and production at artificially low levels.

Many observers, for example, have pointed out that patents are a form of monopoly. A monopoly is a market in which there is only one seller. When a company is issued a patent for a drug it has developed, it alone has the right to sell that drug, so it has a monopoly in that drug. If the drug is able to cure some important disease, then the company will often be able to set the price for that drug as high as it wants to set it. In a free market, there are no limits on the price a monopolist can charge for its drugs. As we saw in the case of Abbott Laboratories who had patents on certain drugs that could help “cure” AIDS, the price at which it sold those drugs was so high that they were out of the reach of people in poor countries like Thailand. Abbott set the price of its AIDS drug Kaletra, for example, at $7,000 a year in most countries, and at $2,200 a year for Thailand. Other patented AIDS drugs could be sold for as much as $12,000 a year by companies that had patents that gave them a monopoly on those drugs. In monopolized “free markets” like these, prices do not move to their lowest levels as Adam Smith suggested they would.

Second, critics claim, Smith’s arguments assume that all the resources used to produce a product will be paid for by the manufacturer who will try to reduce these costs to maximize profits. As a result, there is a tendency toward a more efficient utilization of society’s resources. This assumption does not hold when manufacturers of a product consume resources for which they do not have to pay and on which they, therefore, do not try to economize. For example, when manufacturers use up clean air by polluting it, or when they impose health costs by dumping toxic chemicals into rivers, lakes, and seas, they are using resources of society for which they do not pay. Consequently, there is no reason for them to attempt to minimize these costs, and social waste is the result. Such waste is a particular instance of a more general problem that Smith’s analysis ignored. Smith failed to take into account the external effects that business activities often have on parties in their surrounding environment. Pollution is one example of such effects, but there are others, such as the effects on society of introducing an advanced technology, the psychological effects increased mechanization has had on laborers, the harmful effects that handling dangerous products has on the health of workers, and the economic shocks that result when natural resources are depleted for short-term gains. For example, the U.S. workers that the Swingline stapler company abandoned in New York when it moved to Mexico, and the Mexican workers it abandoned in Nogales when it moved to China, paid the costs of Swingline’s moves as it searched for cheaper labor. Smith ignored external costs like these which the firm imposes on other parties and he assumed, instead, that the firm is a self-contained agent whose activities affect only itself and its buyers. A firm’s activities, however, often have spill-over effects that harm third parties, even as they help the firm lower its costs and increase its profits.

Third, critics claim, Smith’s analysis wrongly assumes that every human being is motivated only by a “natural” and self-interested desire for profit. Smith, at least in The Wealth of Nations, assumes that in all dealings a person “intends only his own gain.” Human nature follows the rule of “economic rationality”: Give away as little as you can in return for as much as you can get. Because a human being “intends only his own gain” anyway, the best economic arrangement is one that recognizes
this “natural” motivation and allows it free play in competitive markets that force self-interest to serve the public interest. However, this theory of human nature, critics have claimed, is clearly false. First, human beings regularly show a concern for the good of others and constrain their self-interest for the sake of the rights of others. Even when buying and selling in markets, the constraints of honesty and fairness affect our conduct. Second, the critics claim, it is not necessarily “rational” to follow the rule “give away as little as you can for as much as you can get.” In numerous situations, everyone is better off when everyone shows concern for others, and it is then rational to show such concern. Third, critics have argued, if human beings often behave like “rational economic men,” this is not because such behavior is natural, but because the widespread adoption of competitive market relations forces humans to relate to each other as “rational economic men.” The market system of a society makes humans selfish, and this widespread selfishness then makes us think the profit motive is “natural.” It is the institutions of capitalism that engender selfishness, materialism, and competitiveness. In actual fact, human beings are born with a natural tendency to show concern for other members of their species (e.g., in their families). A major moral defect of a society built around competitive markets, in fact, is that within such societies this natural benevolent tendency toward virtue is gradually replaced by self-interested tendencies toward vice. In short, such societies are morally defective because they encourage morally bad character.

As for the argument of von Mises and Hayek—that human planners cannot allocate resources efficiently—the examples of the French, Dutch, and Swedes have demonstrated that planning within some sectors of the economy is not quite as impossible as they imagined. Moreover, the argument of von Mises and Hayek was answered on theoretical grounds by the socialist economist Oskar Lange, who demonstrated that a “central planning board” could efficiently allocate goods in an economy without having to know everything about consumers and producers and without engaging in impossibly elaborate calculations. All that is necessary is for the central planners to receive reports on the sizes of the inventories of producers and price their commodities accordingly. Surplus inventories would indicate that lowering of prices was necessary, whereas inventory shortages would indicate that prices should be raised. By setting the prices of all commodities in this way, the central planning board could create an efficient flow of resources throughout the economy. Yet, even the critics of von Mises and Hayek must acknowledge that the kind of large-scale planning that has been attempted in some communist nations—particularly the former Soviet Union—has resulted in large-scale failure. It appears that planning is possible only if it is but one component within an economy in which exchanges are, for the most part, based on market forces.

The Keynesian Criticism

The most influential criticism of Adam Smith’s classical assumptions came from John Maynard Keynes (1883–1946), an English economist. Smith assumed that without any help from the government, the automatic play of market forces would ensure full employment of all economic resources including labor. If some resources are not being used, then their costs drop and entrepreneurs are induced to expand their output by using these cheapened resources. The purchase of these resources, in turn, creates the incomes that enable people to buy the products made from them. Thus, all available resources are used and demand always expands to absorb the supply of commodities made from them (a relationship that is now called Say’s Law). Since Keynes, however, economists have argued that, without government intervention, the demand for goods may not be high enough to absorb the supply. The result is unemployment and a slide into economic depression.

Quick Review 5

Criticisms of Smith’s Argument

- Rests on unrealistic assumption that there are no monopoly companies.
- Falsely assumes that all the costs of manufacturing something are paid by manufacturer, which ignores the costs of pollution.
- Falsely assumes human beings are motivated only by a self-interested desire for profit.
- Unlike what Hayek and von Mises said in support of Smith, some government planning and regulation of markets is possible and desirable.

Say’s Law In an economy, all available resources are used and demand always expands to absorb the supply of commodities made from them.
Keynes argued that the total demand for goods and services is the sum of the demand of three sectors of the economy: households, businesses, and government. The aggregate demand of these three sectors may be less than the aggregate amounts of goods and services supplied by the economy at the full employment level. This mismatch between aggregate demand and aggregate supply will occur when households prefer to save some of their income in liquid securities instead of spending it on goods and services. When, as a consequence, aggregate demand is less than aggregate supply, the result is a contraction of supply. Businesses realize they are not selling all their goods, so they cut back on production and thereby cut back on employment. As production falls, the incomes of households also fall, but the amounts households are willing to save fall even faster. Eventually, the economy reaches a stable point of equilibrium at which demand once again equals supply, but at which there is widespread unemployment of labor and other resources.

Government, according to Keynes, can influence the propensity to save, which lowers aggregate demand and creates unemployment. Government can prevent excess savings through its influence on interest rates, and it can influence interest rates by regulating the money supply: The higher the supply of money, the lower the rates at which it is lent. Second, government can directly affect the amount of money households have available to them by raising or lowering taxes. Third, government spending can close any gap between aggregate demand and aggregate supply by taking up the slack in demand from households and businesses (and, incidentally, creating inflation).

Thus, contrary to Smith’s claims, government intervention in the economy is a necessary instrument for maximizing society’s utility. Free markets alone are not necessarily the most efficient means for coordinating the use of society’s resources. Government spending and fiscal policies can serve to create the demand needed to stave off unemployment. These views were the kernels of Keynesian economics.

Keynes’s views, however, have to some extent fallen on hard times. During the 1970s, the U.S. economy (and other Western economies) was confronted with the simultaneous occurrence of inflation and unemployment, termed stagflation. The standard Keynesian analysis would have led us to believe that these two should not have occurred together. Increased government spending, although inflationary, should have enlarged demand and thereby alleviated unemployment. However, during the 1970s, the standard Keynesian remedy for unemployment (increased government spending) had the expected effect of causing more inflation, but it did not cure unemployment.

Various diagnoses have been offered for the apparent failure of Keynesian economics to deal with the twin problems of inflation and stubborn unemployment particularly during the 1970s. Notable among these are the new Keynesian approaches being pioneered by the so-called post-Keynesian school. John Hicks, a long-time Keynesian enthusiast and a “post-Keynesian,” has suggested that in many industries today prices and wages are no longer determined by competitive market forces as Keynes assumed. Instead, they are set by conventional agreements among producers and unions. The ultimate effect of these price-setting conventions is continuing inflation in the face of continued unemployment. Regardless of whether Hicks’s analysis is correct, a flourishing post-Keynesian school has developed new approaches to Keynes that can more adequately account for the problems of stagflation. Post-Keynesian theories, like those of Hicks, retain the key claim of Keynes that unemployment can be cured by increasing aggregate demand (the “principle of effective demand”) through government expenditures. Unlike Keynes, however, Hicks and other post-Keynesians take more seriously the oligopolistic nature of most modern industries and unionized labor markets, as well as the role that social conventions and agreements play in these oligopolistic markets as workers and companies struggle over income shares. The role for government, then, is even larger than that envisioned by Keynes. Not only must government boost
aggregate demand through increased spending, it must also curb the power of large oligopolistic groups.

During the “Great Recession” of 2008–2009, governments around the world returned to Keynesian policies with a vengeance. The United States, for example, injected more than $700 billion into the U.S. economy to try to pull it out of recession. European and Asian governments also injected large amounts of money into their economies. While the world has gradually recovered from this “Great Recession,” it is not completely clear that it did so because of the Keynesian measures that were used.

**The Utility of Survival of the Fittest: Social Darwinism**

Nineteenth-century social Darwinists added a new twist to utilitarian justifications of free markets by arguing that free markets have beneficial consequences over and above those that Adam Smith identified. They argued that economic competition produces human progress. The doctrines of social Darwinism were named after Charles Darwin (1809–1882), who argued that the various species of living things were evolving as the result of the action of an environment that favored the survival of some things while destroying others: “This preservation of favorable individual differences and variations, and the destruction of those which are injurious, I have called natural selection or the survival of the fittest.” The environmental factors that resulted in the *survival of the fittest* were the competitive pressures of the animal world. As a result of this competitive “struggle for existence,” Darwin held, species gradually change because only the “fittest” survive to pass their favorable characteristics on to their progeny.

Even before Darwin had published his theories, philosopher Herbert Spencer (1820–1903) and other thinkers had already begun to suggest that the evolutionary processes that Darwin described were also operative in human societies. Spencer claimed that just as competition in the animal world ensures that only the fittest survive, so free competition in the economic world ensures that only the most capable individuals survive and rise to the top. The implication is that:

> Inconvenience, suffering, and death are the penalties attached by Nature to ignorance as well as to incompetence and are also the means of remedying these. Partly by weeding out those of lowest development, and partly by subjecting those who remain to the never-ceasing discipline of experience, Nature secures the growth of a race who shall both understand the conditions of existence, and be able to act up to them.\(^67\)

Those individuals whose aggressive business dealings enable them to succeed in the competitive world of business are the “fittest” and therefore, the best. Just as survival of the fittest ensures the continuing progress and improvement of an animal species, so the free competition that enriches some individuals and reduces others to poverty result in the gradual improvement of the human race. Government must not be allowed to interfere with this stern competition because this would only impede progress. In particular, government must not lend economic aid to those who fall behind in the competition for survival. If these economic misfits survive, they will pass on their inferior qualities and the human race will decline.

The shortcomings of Spencer’s views were obvious even to his contemporaries. Critics were quick to point out that the skills and traits that help individuals and firms advance and “survive” in the business world are not necessarily those that help humanity survive on the planet. Advancement in the business world might be achieved through a ruthless disregard for other human beings. The survival of humanity,
however, may well depend on the development of cooperative attitudes and the mutual willingness of people to help each other.

The basic problem underlying the views of the social Darwinist, however, is the fundamental normative assumption that survival of the fittest means survival of the best. That is, whatever results from the workings of nature is necessarily good. The fallacy, which modern authors call the naturalistic fallacy, claims, that whatever happens naturally is always good. It is a basic failure of logic, however, to infer that what is should be, or that what nature does is what it ought to have been done.

In spite of its many shortcomings, however, many business people today firmly believe in a version of social Darwinism. That is, many business people believe that businesses must compete for their lives in an economic environment in which only the strong will survive. Modern versions of Spencerism hold that competition is good not because it destroys the weak individual, but because it weeds out weak firms. Economic competition ensures that the “best” business firms survive and, as a result, the economic system gradually improves. The conclusion of modern social Darwinists is the same: Government must stay out of the market because competition is beneficial. This is one of the reasons why many business people object to government “bailouts.” During the last several decades, when very large businesses were failing and it looked like they might have to close and lay off all their workers, the U.S. government has stepped in and given those businesses enough money to “bail” them out of their troubles. This happened often during the 2008–2009 recession when government provided over $700 billion to prop up dozens of banks, insurance companies, automobile companies, and other businesses. Social Darwinists objected that all this did was prop up weak and inefficient companies that should have been allowed to go under.

3 Free Trade and Utility: David Ricardo

We have so far focused on the arguments for and against free markets. But utilitarian arguments have also been advanced in favor of free trade between nations. Adam Smith’s major work, The Wealth of Nations, in fact, was primarily aimed at showing the benefits of free trade. There he wrote:

It is the maxim of every prudent master of a family, never to attempt to make at home what it will cost him more to make than to buy. The tailor does not make his own shoes but buys them from the shoemaker. . . . What is prudence in the conduct of every family, can scarce be folly in that of a great kingdom. If a foreign country can supply us with a commodity cheaper than we ourselves can make it, better buy it of them with some part of the produce of our own industry, employed in a way in which we have some advantage.68

Adam Smith’s point here is simple. Like individuals, countries differ in their ability to produce goods. One country can produce a good more cheaply than another and it is then said to have an “absolute advantage” in producing that good. These cost differences may be based on differences in labor costs, workers’ skills, climate, technology, equipment, land, or natural resources. Suppose that because of these differences, our nation can make one product for less than a foreign nation can, and suppose the foreign nation can make some other product for less than we can. Then, clearly it would be best for both nations to specialize in making the product each has an “absolute advantage” in producing and to trade it for what the other country has an “absolute advantage” in producing.

But what if one country can produce everything more cheaply than another country? David Ricardo (1772–1823), a British economist, is usually credited with showing that even if one country has an absolute advantage at producing everything, it is still better

---
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**Views of Herbert Spencer**

- Evolution operates in society when economic competition ensures the fittest survive and the unfit do not, which improves the human race.
- If government intervenes in the economy to shield people from competition, the unfit survive and the human race declines, so government should not do so.
- Spencer assumes those who survive in business are “better” people than those who do not.

**absolute advantage**

A situation where the production costs (costs in terms of the resources consumed in producing the good) of making a commodity are lower for one country than for another.
for it to specialize and trade. In his major work, *On the Principles of Political Economy and Taxation*, Ricardo used the example of England and Portugal to show that even if England is better than Portugal at producing both cloth and wine, it is still better for both England and Portugal to specialize and trade:

England may be so circumscribed that to produce the cloth may require the labor of 100 men for one year; and if she attempted to make the wine, it might require the labor of 120 men for the same time. England would therefore find it in her interest to import wine, and to purchase it by the exportation of cloth.

To produce the wine in Portugal might require only the labor of 80 men for one year, and to produce the cloth in the same country, might require the labor of 90 men for the same time. It would therefore be advantageous for her to export wine in exchange for cloth. This exchange might even take place, notwithstanding that the commodity imported by Portugal could be produced there with less labor than in England. Though she could make the cloth with the labor of 90 men, she would import it from a country where it required the labor of 100 men to produce it, because it would be advantageous to her rather to employ her capital in the production of wine, for which she would obtain more cloth from England, than she could produce by diverting a portion of her capital from the cultivation of vines to the manufacture of cloth.\(^{69}\)

Ricardo’s argument asks us to imagine a world consisting of only two countries, England and Portugal. It costs England the labor of 120 men working 1 year to produce a certain amount of wine (let us arbitrarily assume that amount is 100 barrels), while it costs Portugal the year’s labor of only 80 men to produce the same amount. And while it takes England the labor of 100 men to produce a certain amount of cloth (let us arbitrarily assume this is 100 rolls), it takes Portugal only 90 men to make the same amount of cloth. Clearly, Portugal has an absolute advantage in making both wine and cloth since it can make both more cheaply than England:

<table>
<thead>
<tr>
<th>100 Barrels of Wine</th>
<th>100 Rolls of Cloth</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cost in Man-years</strong></td>
<td><strong>Cost in Man-years</strong></td>
</tr>
<tr>
<td>England:</td>
<td>120</td>
</tr>
<tr>
<td>Portugal:</td>
<td>80</td>
</tr>
</tbody>
</table>

Suppose Portugal refused to trade with England because it can make both wine and cloth more cheaply. So both countries decide to produce everything on their own and neither trades with the other. Suppose that England has only 220 laborers whom it can put to work making either wine or cloth, while Portugal has 170 laborers who can also make either wine or cloth. And suppose both countries decide not to specialize, but to put their laborers to work to make 100 barrels of wine and 100 rolls of cloth each. Then, at the end of a year they would each have produced the amounts in the following table, yielding a total output of 200 barrels of wine and 200 rolls of cloth:

<table>
<thead>
<tr>
<th>Wine</th>
<th>Cloth</th>
</tr>
</thead>
<tbody>
<tr>
<td>England: 100 barrels</td>
<td>100 rolls</td>
</tr>
<tr>
<td>Portugal: 100 barrels</td>
<td>100 rolls</td>
</tr>
<tr>
<td><strong>Total output:</strong> 200 barrels</td>
<td>200 rolls</td>
</tr>
</tbody>
</table>

It was Ricardo’s genius to realize that both countries could benefit from specialization and trade even though one can make everything more cheaply than the other. Consider that if England used the labor it costs to make a barrel of wine (1.2 man-years)
to make cloth instead, it could make 1.2 rolls of cloth. So for England, to produce one barrel of wine it must give up 1.2 rolls of cloth (the so-called “opportunity cost” of a barrel of wine). In Portugal, the labor it costs to make a barrel of wine (0.8 man-years) could be used to make 0.89 rolls of cloth instead, so for Portugal to make a barrel of wine it must give up 0.89 rolls of cloth. Because Portugal gives up less (0.89 rolls of cloth) to make a barrel of wine than England gives up (1.2 rolls of cloth), Portugal has a “comparative advantage” in the production of wine. On the other hand, England could use the labor it takes to make a roll of cloth to instead make 0.83 barrels of wine, while Portugal could take the labor it uses to make a roll of cloth and use it to make 1.1 barrels of wine. Since England gives up less (0.83 barrels of wine) to make a roll of cloth than Portugal gives up (1.1 barrels of wine), England has the comparative advantage in the production of cloth. In short, compared to each other, Portugal is more efficient at making wine while England is more efficient at making cloth.

Ricardo saw that both England and Portugal would benefit if each specialized in what each can make most efficiently and traded for what the other can make most efficiently. Suppose each country were to specialize, and we again assume that England has 220 laborers while Portugal has 170. Then, at the end of the year each would produce the amounts in the following table. Notice this yields a larger total output than when neither specialized:

<table>
<thead>
<tr>
<th>Wine</th>
<th>Cloth</th>
</tr>
</thead>
<tbody>
<tr>
<td>England:</td>
<td>220 rolls</td>
</tr>
<tr>
<td>Portugal:</td>
<td>0 rolls</td>
</tr>
<tr>
<td>Total output:</td>
<td>220 rolls</td>
</tr>
</tbody>
</table>

Now, if England trades 106 of its rolls of cloth for 102 of Portugal’s barrels of wine (we suppose that the rate of exchange is about 1.04 rolls of cloth for 1 barrel of wine, which is right between the 1.2 rolls of cloth that it costs England to make one barrel of wine and the 0.89 rolls of cloth that it costs Portugal to make one barrel of wine), then both countries would end up with the amounts indicated in the following table:

<table>
<thead>
<tr>
<th>Wine</th>
<th>Cloth</th>
</tr>
</thead>
<tbody>
<tr>
<td>England:</td>
<td>114 rolls</td>
</tr>
<tr>
<td>Portugal:</td>
<td>106 rolls</td>
</tr>
<tr>
<td>Total output:</td>
<td>220 rolls</td>
</tr>
</tbody>
</table>

Note that after specializing and trading, both countries have more of both products than either had when they did not specialize or trade. Specialization in comparative advantages increases the total output of goods countries produce, and through trade all countries can share in this added bounty.

Ricardo’s ingenious argument has been hailed as the single “most important” and “most meaningful” economic discovery ever made. Some have said it is the most “surprising” and “counterintuitive” concept in economics. Comparative advantage is, without a doubt, the most important concept in international trade theory today and is at the heart of the most significant economic arguments people propose when they argue in favor of globalization. In fact, it is the key argument for globalization and free trade. All the arguments politicians and economists make in favor of globalization and free trade come down to Ricardo’s point: Globalization is good because specialization and free trade boost total economic output and everyone can share in this increased output.
Criticisms of Ricardo

Although Ricardo’s basic argument is accepted as correct in theory by most economists, many question whether his utilitarian argument applies in practice to today’s real world. Of course, Ricardo makes a number of simplifying assumptions that clearly do not hold in the real world—such as that there are only two countries making only two products with only a fixed number of workers. But these are merely simplifying assumptions Ricardo made to get his point across more easily, and his conclusion could still be proved without these assumptions.

There are other assumptions, however, that are not so easy to get around. First, Ricardo assumes that the resources used to produce goods (labor, equipment, factories, etc.) do not move from one country to another. Yet today multinational companies can, and easily do, move their productive capital from one country to another. Second, Ricardo assumes that each country’s production costs are constant and do not decline as countries expand their production (i.e., there are no “economies of scale”) or as they acquire new technology. But we know that the costs of producing goods regularly decline as companies expand production and develop ever better production technologies.

Thirdly, Ricardo assumes that workers can easily and without cost move from one industry to another (from making wine, for example, to making cloth). Yet, when a company in a country closes down because it cannot compete with imports from another country that has a comparative advantage in those goods, the company’s workers are laid off, suffer heavy costs, need retraining, and often cannot find comparable jobs. This is why many U.S. workers today reject globalization and free trade. As we saw above, for example, the U.S. workers of the Swingline stapler manufacturer had to bear significant burdens and costs when the manufacturer closed its factory in New York and moved to Nogales, Mexico. And a few years later, Swingline workers in Mexico suffered a similar fate when the company moved to China.

Finally, and perhaps most importantly, Ricardo ignores international rule-setters. International trade inevitably leads to disagreements and conflicts, and so countries must agree to abide by some set of rules. Today, the main organization that sets the rules that govern globalization and trade is the World Trade Organization, although both the World Bank, and the International Monetary Fund also impose rules on countries that borrow money from them. Critics claim that these organizations impose requirements that harm poor developing countries while benefiting the wealthy developed nations and their businesses. For example, during the late 1980s and the early 1990s, Abbott Laboratories and other large U.S. drug companies contributed millions of dollars to U.S. politicians and successfully got the U.S. government to seek world-wide acceptance of the patent protections they enjoyed in the United States. As a result, when the World Trade Organization agreements were negotiated in the 1980s and early 1990s, the United States insisted that all WTO countries had to recognize and enforce drug patents for 20 years. Because developing countries were too poor to engage in the expensive research needed to invent new drugs, enforcing drug patents would not benefit them. On the contrary, recognizing drug patents would force developing countries to pay the drug companies for the drugs that they had been freely copying. Nevertheless, developing countries went along with the requirement that they enforce drug patents because the WTO offered them the chance to sell their exports in the markets of the U.S. and other industrialized nations, by far the largest markets in the world. But in the end, the patent rules of the WTO forced the poor people of developing nations to pay about $60 billion a year to the drug companies of the rich industrialized nations.76 Thailand, as we saw earlier, attempted to get around these expensive requirements by using an exception allowed by the TRIPS rules of the WTO.
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Objections to Ricardo’s Theory

• His argument ignores the easy movement of capital by companies.
• He falsely assumed that a country’s production costs are constant.
• He ignored the influence of international rule-setters.
It is difficult to say how telling these criticisms are. Many people today continue to be enthusiastic supporters of global free trade, repeating Ricardo’s comparative advantage argument. Many others have become harsh critics of globalization. Indeed, there have been continuing and violent demonstrations against globalization on the streets of cities around the world, many of which have directly affected important meetings of the WTO.

4 Marx and Justice: Criticizing Markets and Free Trade

Karl Marx (1818–1883) is undoubtedly the harshest and most well-known critic of private property institutions, free markets, and free trade and the inequalities they are accused of creating. Writing at the height of the Industrial Revolution, Marx was an eyewitness to the wrenching and exploitative effects that industrialization had on the laboring peasant classes of England, Europe, and the rest of the world. Marx detailed the suffering and misery that capitalism was imposing on its workers: exploitative working hours, pulmonary diseases and premature deaths caused by unsanitary factory conditions, 7-year-olds working 12 to 15 hours a day; 30 seamstresses working 30 hours without a break in a room made for 10 people.71

Marx claimed that worker exploitation was merely a symptom of the underlying extremes of inequality that capitalism produces. According to Marx, capitalist systems offer only two sources of income: sale of one’s own labor and ownership of the means of production (the buildings, machinery, land, and raw materials by means of which we produce goods). Because workers cannot produce anything without access to the means of production, they are forced to sell their labor to the owner in return for a wage. The owner, however, does not pay workers the full value of their labor, only what they need to subsist. The difference (“surplus”) between the value of their labor and the subsistence wages they receive is retained by the owner and is the source of the owner’s profits. Thus, the owner is able to exploit workers by appropriating from them the surplus they produce, using as leverage the ownership of the means of production. As a result, those who own the means of production gradually become wealthier, and workers become relatively poorer. Capitalism promotes unjust inequality.

Alienation

The living conditions that capitalism imposed on workers contrasted sharply with Marx’s view of how human beings should live. In Marx’s view, capitalism and its private property system creates alienation among workers. Marx used the word “alienation”—which means separation or estrangement—to refer to the condition of being separated or estranged from one’s own true self or one’s own true nature. Marx believed that it was the nature of a human being to be self-determined and able to satisfy one’s true needs, i.e., to be in control of one’s life, and able to fulfill one’s true human needs. If a person lost control over her life and ability to be fulfilled through the satisfaction of her human needs, and was instead controlled by some external power and forced to meet its needs, this person was “alienated” from her own nature. Marx’s fundamental criticism of capitalism was that it alienated workers by robbing them of control of their lives and forcing them to satisfy needs that were not their own.

According to Marx, capitalist economies alienate workers in four ways.72 First, capitalism alienates workers from their own productive work. In capitalism, a worker typically is forced to work for someone else and serves under the supervision and
control of someone else. Because the purpose of his work is to make money for the owner or owners of his workplace, it is not designed to be a fulfilling form of productivity and to satisfy his own needs:

In what, then, consists the alienation of labor? First, in the fact that labor is external to the worker, i.e., that it does not belong to his nature, that therefore he does not fulfill himself in his work, but denies himself in it, has a feeling of misery rather than satisfaction, does not develop freely his mental and physical energies but is physically exhausted and mentally depressed... His labor, therefore, is not voluntary, but forced—forced labor. It is not the gratification of his need, but only a means to gratify needs outside his work. Its alien nature shows itself clearly by the fact that work is shunned like the plague as soon as no physical or other kind of coercion exists. Lastly, the external character of labor for the worker appears in the fact that it is not his own, but someone else's, that it does not belong to him, that in it he belongs, not to himself, but to another.73

Secondly, capitalist societies alienate workers from the products of their labor because workers have no control over the products they make with their own hands. When factory workers finish making something, their finished product is kept by their employer who uses it to add to his own profits by selling it. All the laborer is left with is the “wear and tear” labor inflicts on his body and mind:

Labor, to be sure, produces marvelous things for the rich, but for the laborer it produces privation. It produces palaces for the wealthy, but hovels for the worker. It produces beauty, but cripples the worker. It replaces work by machines, but it throws part of the workforce back into a barbarous kind of work, while turning others into machines. It produces sophistication, but for the workers it produces feeble-mindedness and idiocy.74

Thirdly, capitalism alienates workers by giving them little control over how they must relate to each other and by forcing them into antagonistic relationships with each other. Workers are organized by the employer and must work with and alongside whomever their employer wants, not who they choose. Workers are pitted against each other when they are forced to compete with each other for jobs. And capitalist societies alienate human beings from each other by separating them into antagonistic and unequal social classes that break down community and caring relationships.75 According to Marx, capitalism divides humanity into a “proletariat” working class and a “bourgeois” class of capitalist owners and employers: “Society as a whole is more and more splitting up into two great hostile camps, into two great classes directly facing each other: bourgeoisie and proletariat.”

And fourthly, capitalism alienates workers from themselves by instilling in them false views of what their real human needs are. Capitalism gets us to think that our fulfillment lies in making ever more money when in fact this will satisfy not our own needs, but the needs of capitalism itself. The more money you make, he says sarcastically, “the more you will be able to save and the greater will become your treasure which neither moth nor dust will corrupt—your capital. The less you are, the less you express your life, the more you have, the greater is your alienated life, and the greater is the saving of your alienated being.”77 Marx describes the alienation produced by this ceaseless striving for money and economic goods as “the renunciation of life and of human needs.”

A key cause of alienation, Marx claimed, was the way that capitalist societies come to see everything in terms of their market prices. Human interactions, he claimed, have been so commercialized and turned into commodities that everyone
In developing countries, child workers are common. In Uzbekistan, about 2 million children are forced to work on cotton farms each year, particularly during harvest season. During cotton growing season, children weed the cotton plants and spray them with pesticides. One child said, “It’s so hot in the fields and the chemicals burn your skin if they touch it.” Although many U.S. companies have agreed not to use cotton from Uzbekistan, others have refused to boycott cotton grown with forced child labor including Cargill and Fruit of the Loom.

In the soccer ball industry, child labor continues to be used to stitch soccer balls together in spite of a 1997 industry agreement to end the use of child workers. A 2010 report of the International Labor Rights Forum indicates that child labor occurs in China and India where stitching is done in workers’ homes and not in a factory. Geeta, a 12 year-old girl stitcher from Kamalpur in India said, “I have been stitching footballs for as long as I can remember. My hands are constantly in pain. It feels like they are burning.” Children must work in a hunched position for 5 to 7 hours to make two soccer balls for 3-4 rupees per ball (a total of 7.5 to 10 cents). Nike, Adidas, and Puma are among the largest companies that buy soccer balls from Indian manufacturers.
1. How would Marx characterize what is happening to these children? Do you agree?

2. How would Marx explain why there is so much child labor in the world today?

3. What ethical obligations do Adkin Blue Ribbon Packing Company, Cargill, Fruit of the Loom, Nike, Adidas, and Puma have to deal with these issues? Why?

Protesting against child cotton workers in Uzbekistan (upper right); children at class funded by Pakistani soccer ball maker AKI which provides schooling for workers’ children (middle right); Girl filling match boxes in India (bottom)

and everything has its price. In his *Communist Manifesto*, Marx wrote that bourgeois capitalism has:

left remaining no other connection between people than naked self-interest, than callous ‘cash payment.’ It has drowned the most heavenly ecstasies of religious fervor, of chivalrous enthusiasm, of philistine sentimentalism, in the icy water of egotistical calculation. It has resolved personal worth into exchange value, and in place of the numberless indefeasible chartered freedoms, has set up that single, unconscionable freedom—free trade.79

As an example of what he meant, Marx might have pointed out that when the managers of the Swingline company considered moving the factory to Mexico, they did not think about their relationships with their workers; all that mattered was whether they would make more money in New York or in Mexico. Instead of thinking about their “connection” to the people around them, these managers used “egotistical calculation” to figure out whether the “cash payment” of moving to Mexico was greater than the “cash payment” of staying in New York. As another example, Marx might have pointed out how today we tend to value our “personal worth” in terms of how much we can earn, i.e., our “exchange value.” Thus capitalism seems to value everything in terms of its market price and seemingly turns everything into a marketable commodity. Treating things in this way, Marx felt, makes it seem as if they have a value and life of their own, a process that Marx labeled “commodity fetishism.”

Capitalism and its unregulated free markets, Marx argued, produce inequalities of wealth and power: a “bourgeois” class of owners who own the means of production and accumulate ever greater amounts of capital, and a “proletariat” class of workers who must sell their labor to subsist and who are alienated from what they produce, from their own work, from their own human needs, and from the fellow human beings with whom they should form a caring community. Although private property and free markets may secure the “freedom” of the wealthy owner class, they do so by creating an alienated laboring class, and for both owner and worker everything is seen as having a price. Such alienation is unjust and in conflict with the demands of caring.

Marx did not hesitate to make clear that his views implied that private ownership of the means of production was wrong. A private property system that allows private control of productive property, he held, is the basis of the alienation and great inequalities that characterize capitalist societies:

You are horrified at our intending to do away with private property. But in your existing society private property is already done away with for nine-tenths of the population; its existence for the few is solely due to its non-existence in the hands of those nine-tenths. You reproach us, therefore, with intending to do away with a form of property, the necessary condition for whose existence is the non-existence of any property for the immense majority of society.80

In this passage, Marx is not saying he wants people to do away with private ownership of their clothes, houses, or food, i.e., he does not object to “the power to appropriate the products of society.” He is objecting, instead, to private ownership of factories, companies, mines, farms, and other productive property, i.e., to “capital.” Productive property should benefit everyone and so it should be owned by everyone. To the utilitarian argument that without private ownership of productive assets there would be no incentive for individuals to work, Marx replied:

It has been objected that upon the abolition of private property all work will cease and universal laziness will overtake us. According to this, bourgeois
In Marx’s view, productive property should be seen as having a social purpose: it belongs to the whole community and should serve the needs of all. Productive property should not be “private,” but should be held in common and its fruits should be enjoyed by all. If there were no private ownership of the means of production, Marx believed, people would still continue to lead productive lives because the desire to be productive and to express ourselves through what we make with our hands and minds is an instinct that is built into our very nature.

**The Real Purpose of Government**

The actual function that governments have historically served, according to Marx, is to protect the interests of the ruling class. We may believe that modern government exists to protect freedom and equality and that it rules by consent (as Locke insisted), but, in fact, such beliefs are ideological myths that hide the reality: the wealthy class controls the political process and shapes our beliefs. To back up his claim, Marx offered a breathtakingly comprehensive analysis of society, which we can only sketch here.

Marx claimed that every society can be analyzed in terms of two main components: its **economic substructure** and its **social superstructure**. The economic substructure of a society consists of the materials and social controls it uses to produce its goods. Marx refers to the materials (land, labor, natural resources, machinery, energy, technology) used in production as the **forces of production**. The societies of the Middle Ages, for example, were agricultural societies in which the forces of production were primitive farming methods, manual labor, and hand tools. The forces of production of modern industrialized societies are assembly-line manufacturing techniques, electricity, and factory machinery.

Marx called the controls a society uses to get people to produce goods (i.e., the social controls by which society organizes and controls its workers) the **relations of production**. There are, Marx suggests, two main types of relations of production: (1) control based on ownership of the materials needed to produce goods, and (2) control based on authority to command. In modern industrial society, capitalist owners control their factory laborers because (1) the capitalists own the machinery on which laborers must work if they are to survive, and (2) laborers must enter a wage contract by which they give the owner (or manager) the legal authority to command them. According to Marx, a society’s relations of production define the main classes that exist in that society. In medieval society, for example, the relations of production created the ruling class of lords and nobility, and the exploited serf class, whereas in industrial society, the relations of production created the capitalist class of owners (whom Marx called the bourgeoisie) and the exploited working class of wage earners (whom Marx called the proletariat).

Marx also claims that the kind of relations of production a society adopts depends on its forces of production. That is, the methods a society uses to produce goods determine the way that society organizes its workers. For example, the fact that medieval society had to depend on manual farming methods to survive forced it to adopt a social system in which a small class of lords organized and directed the large class of serfs who provided the manual labor society needed on its farms. Similarly, the fact that modern society depends on mass production methods has forced us to adopt a social system—capitalism—in which a small class of owners accumulates the capital needed to build large factories and in which a large class of workers provides the labor these mechanized factory assembly lines need. In short, a society’s forces of production and its relations of production are determined by each other.
When 18-year-old Shawn “Napster” Fanning, then a freshman at Northeastern University, founded Napster, Inc. in 1999, he started a property revolution. In college, Fanning developed software and a web site through which users could connect to each other and then copy (“download”) for free the copyrighted music they had to pay for in stores. Many students felt the music they downloaded belonged to everyone and that copying was okay because it did not affect the original. Two music industry groups sued Napster, however, claiming that through its web site Napster was helping others steal their property and that if music property rights were not respected, musicians would have no incentive to produce music. On February 12, 2001, the courts ruled that Napster’s web site actively contributed to copyright infringement and in 2002, the company was forced to block users from downloading copyrighted music. But Napster had paved the way for the development of decentralized “peer-to-peer” file sharing programs that let users connect to each other directly like Grokster, StreamCast, Freenet, Gnutella, eDonkey, Kazaa, Poisoned, Morpheus, BitTorrent, and LimeWire. Several music companies sued Grokster and StreamCast. In 2004, a federal district court ruled that because Grokster and StreamCast programs let users connect directly to each other without going through their web site, neither Grokster nor StreamCast could control what users did with their program. The music companies now turned to suing individual downloaders. One victim remarked, “It scares me. You have no power against these people.” Moreover, the music companies appealed the Grokster/StreamCast decision to the U.S. Supreme Court and on June 23, 2005, the Supreme Court ruled that both Grokster and StreamCast had created their peer-to-peer software with the “intent” of “inducing” consumers to download copyrighted materials and so violated the laws protecting copyrights. In 2007, StreamCast was ordered to distribute new software that blocked users from downloading copyrighted material. Nevertheless, young people continued to download copyrighted materials by turning to other software suppliers such as BitTorrent and LimeWire. But record companies sued LimeWire in 2006, and on May 12, 2010 a Manhattan District Court ruled LimeWire had committed copyright infringement and induced others to do so as well. BitTorrent, anxious to change its business model, announced on February 25, 2007 that it would sell legal video material on its web site, with the cooperation of several studios, including Paramount which said “We look at this as a first step in the peer-to-peer world, to try to steer young people toward legitimate content.” But in November 7, 2008, BitTorrent had to fire half its employees, and said it would close down its video web site to concentrate on distributing video games over the Internet. PirateBay, a file sharing web site in Sweden, continued to hold out, although on April 17, 2009 its founders were sentenced to prison for a year and fined $3.6 million for assisting in illegal copying in a case that was still in appeal as of this writing. As of 2011, PirateBay.org was still operating.

1. Although what Napster, Grokster, StreamCast, LimeWire, and PirateBay did was illegal, was it immoral? Explain.

2. Is it morally wrong to download copyrighted material without paying for it and without the authorization of the party that holds the copyright? Explain.

3. Should we treat digitized entertainment like online music, movies, or games in the way that Locke said property should be looked at, or like Aquinas said property should be looked at, or like the collectively-owned property that many socialists advocate? Is your view consistent in the sense of consistency defined in Chapter 1? How does the kind of free downloading that Napster, Grokster, StreamCast, LimeWire, and BitTorrent made possible fit with each of these three views on property?
production determine its relations of production, and these relations of production then determine its social classes.

For Marx, the “social superstructure” of a society consists of its government and its popular ideologies. Marx claims that the ruling class created by the economic substructure inevitably controls this superstructure. That is, the members of the ruling class will control the government and use it to protect “their property and interests” and to dominate the lower classes (Marx wrote: “Political power, properly so called, is merely the organized power of one class for oppressing another”). The ruling class will also popularize ideologies (e.g., through the media) that justify their position of privilege (as Marx put it: “the ideas of the ruling class are in every epoch the ruling ideas”). In modern societies, for example, the class of owners is instrumental in the selection of government officials and the government then enforces the private property system on which the owners’ wealth depends and keeps the working class in line. Moreover, the class of owners popularizes the ideologies of “free enterprise” and “respect for private property,” both of which support their own social class. Modern government, then, is not created by consent, as Locke had claimed, but by a kind of economic determination.

Marx’s view, then, is that a society’s government and its ideologies are designed to support its ruling economic class, which is created by its relations of production, which in turn are shaped by its forces of production. Ultimately, the forces of production determine what a society is like, i.e., its beliefs, its government, and its social classes. In fact, Marx claimed, all major historical changes are ultimately forced on society by changes in society’s forces of production, i.e., its “material” forces. This has been particularly true of capitalism which is constantly inventing new innovative forces of production to expand and increase production. As we invent new forces of production (such as the steam engine, electricity, and factory assembly line), the old forces get pushed out of the way or destroyed (such as the water wheel, windmill, and individual handicrafts), and society reorganizes itself around these new innovative forces of production. New legal structures and social classes are created (such as the corporation and the managerial class), and the old legal structures and social classes are abandoned (such as the medieval manor and its lords and serfs). Great ideological battles take place for people’s minds during these periods of transformation, but the new ways always triumph. History always follows the lead of the newest forces of production and wipes out the old. Capitalism, with its constant competitive struggles between businesses, is always innovating, and so continually destroys old forms of life and creates new ones. This Marxist view of history as determined by changes in the economic methods by which humanity produces the materials on which it must live is now generally referred to as historical materialism.

**Immiseration of Workers**

Marx also claims that so long as production in modern economies is not planned, but is left to depend on private ownership and unrestrained free markets, the result could only be a series of related crises that would harm the working class. First, modern capitalist systems will exhibit an increasing concentration of global industrial power in a relatively few hands. As self-interested private owners struggle to expand the businesses they control so they can better compete against other businesses, smaller firms will gradually be taken over by larger ones, which will keep expanding by growing and by acquiring more firms. As businesses expand, they eventually have to move beyond their nation of origin into international markets. International trade will do away with “national seclusion and self-sufficiency” and replace it with “the universal interdependence of nations,” i.e., what we today call “globalization.” As capitalism becomes globalized, ever greater economic power and wealth will continue to be concentrated in ever fewer hands.
Second, capitalist societies will experience repeated cycles of economic downturns. Because workers are organized into mass assembly lines, the firm of each owner can produce large amounts of surplus. Because owners are self-interested and competitive, they each try to produce as much as they can without coordinating their production with that of other owners. As a result, firms periodically produce an oversupply of goods. These flood the market, and an economic depression or recession will result as the economy slows down to absorb the surplus.

Third, Marx argues, the position of the worker in capitalist societies will gradually worsen. This gradual decline will result from the self-interested desire of capitalist owners to increase their profits at the expense of their workers. This self-interest will lead owners to replace workers with cheaper machines, thereby creating rising unemployment. Self-interest will also keep owners from increasing their workers’ wages in proportion to the increase in productivity that mechanization makes possible. The combined effects of increased concentration, periodic economic downturns, rising unemployment, and declining relative compensation are what Marx refers to as the immiseration of workers. The solution to all these problems, according to Marx, is collective ownership of society’s productive assets and the use of rational planning to replace unregulated markets.

Marx’s answer to capitalism is captured by the statement with which he ends his most famous work, The Communist Manifesto: “Workers of the world, unite!” The problems of capitalism arise from the conflict between classes—between the owner-class and the worker-class—so the only real solution is to get rid of classes. In other words, the way to overcome capitalism is to wipe away its class system and, in its place, establish a classless society. To get to the classless society, Marx thought, required a revolution in which the workers will overthrow the owners. He wrote that workers could achieve their ends “only by the forcible overthrow of all existing social conditions. Let the ruling classes tremble at a Communistic revolution. The workers have nothing to lose but their chains.”

In the classless society, Marx thought, the means of production would no longer be an owner’s private property, but would be collectively owned by all workers. Everyone would contribute according to their abilities, and receive according to their needs. This would be a society without exploitation, unemployment, poverty, and without inequality. It would be a society “where nobody has one exclusive sphere of activity but each can become accomplished in any branch he wishes, [where] society regulates the general production and thus makes it possible for me to do one thing today and another tomorrow, to hunt in the morning, fish in the afternoon, rear cattle in the evening, criticise after dinner, just as I have a mind, without ever becoming hunter, fisherman, herdsman or critic.”

The Replies to Marx’s Criticisms

Critics have answered the Marxist criticism that free markets generate injustices by arguing that Marx wrongly assumes that justice means either equality or distribution according to need. This assumption is unprovable, some of his critics have claimed. There are too many difficulties in the way of establishing acceptable principles of justice. Should distributive justice be determined in terms of effort, ability, or need? These questions cannot be answered in any objective way, they claim, so any attempt to replace free markets with some distributive principle will, in the final analysis, be an imposition of someone’s subjective preferences on the other members of society. This, of course, will violate the (negative) right every individual has to be free of the coercion of others.

Other critics of Marx argue that justice can be given a clear meaning but one that supports free markets. Justice really means distribution according to contribution. When markets are free and functioning competitively, some have argued, they will pay each worker the value of the worker’s contribution because each person’s wage
will be determined by what the person adds to the output of the economy. Consequently, they argue, justice requires free markets.

A third kind of criticism that free market proponents have made is that, although inequalities may be endemic to private ownership and free markets, the benefits that private ownership and free markets make possible are more important.\textsuperscript{94} The free market enables resources to be allocated efficiently without coercion, and this is a greater benefit than equality.

Free market proponents also have replied to the criticism that free capitalist markets break down communities. Free markets, they have argued, are based on the idea that the preferences of those in government should not determine the relationships of citizens. Government should not, for example, favor one kind of religious community or church relationship over another, or favor one community’s values or forms of relationships over those of others. In societies characterized by such freedom, people are able to join together in associations in which they can pursue whatever values—religious or nonreligious—they choose.\textsuperscript{95} In such free associations—supported by the right to freedom of association—true community and communal relationships can flourish. The freedom that underlies free markets, in short, provides the opportunity to freely form plural communities. Such communities are not possible in societies, such as the former Soviet Union, in which those in government decide which associations are allowed and which are prohibited. Thus, the persuasiveness of the argument that unregulated markets should be supported because they are efficient and protect the right to liberty and property depends, in the end, on the importance attributed to several ethical factors. How important are the rights to liberty and to property as compared with a just distribution of income and wealth? How important are the negative rights of liberty and property as compared with the positive rights of needy workers and of those who own no property? How important is efficiency as compared with the claims of justice? And finally, how important are the goods of community and of caring as compared with the rights of individuals?

The most telling criticism of Marx is that the immiseration of workers that he predicted did not in fact occur. Workers in capitalist countries are much better off now than their parents were a century ago. Nonetheless, contemporary Marxists argue that much of what Marx said remains true today. Many factory workers today find their work dehumanizing, meaningless, and lacking in personal satisfaction, i.e., work for them is alienating.\textsuperscript{96} Moreover, as Marx claimed, unemployment, recessions, and other “crises” continue to plague our economy.\textsuperscript{97} Advertisements attempt to instill in us desires for things we do not really need and false views of our real human needs and desires, so we become consumers centered on accumulating the material things businesses want to sell us.\textsuperscript{98} Marx would have said that businesses’ drive for profit creates “the renunciation of life and of human needs” through its use of advertising. Finally, a fundamental problem that Marx pointed to is still with us: inequality.\textsuperscript{99} In fact, on an international scale, as free trade has expanded through globalization, the gulf between the “haves” and the “have-nots” around the world appears to have grown greater.\textsuperscript{100}

5 Conclusion: The Mixed Economy, the New Property, and the End of Marxism

The debate for and against free markets, free trade, and private property still continues. Some people have claimed that the collapse of several communist regimes at the end of the twentieth century showed that capitalism, with its emphasis on free markets, was the clear winner.\textsuperscript{101} Other observers, however, have held that the emergence of strong economies in nations that emphasize government intervention and collectivist property rights, such as China and Singapore, shows that free markets alone are not
the key to prosperity. It is inevitable, perhaps, that the controversy has led many economists to advocate retention of market systems and private ownership, but modification of their workings through government regulation that rid them of their most obvious defects. The resulting amalgam of government regulation, partially free markets, and limited property rights is appropriately referred to as the **mixed economy**.

Basically, a mixed economy retains a market and private property system but relies heavily on government policies to remedy their deficiencies. Government transfers (of private income) are used to get rid of the worst aspects of inequality by drawing money from the wealthy in the form of income taxes and distributing it to the disadvantaged in the form of welfare payments or social services. Minimum wage laws, safety laws, union laws, and other forms of labor legislation are used to protect workers from exploitation. Monopolies are regulated, nationalized, or outlawed. Government monetary and fiscal policies attempt to ensure full employment. Government regulatory agencies police firms to ensure they do not engage in socially harmful behavior.

How effective are these sorts of policies? A comparison of the United States with other countries that have gone farther down the road toward implementing the policies of a “mixed economy” may be helpful. Sweden, Norway, France, Ireland, and Switzerland are all mixed economies with high levels of government regulation. Statistics are readily available comparing the performance of the economies of these countries to that of the United States. The statistics are interesting. To begin with, the United States has greater inequality than any of these countries: Based on CIA figures, the top 10 percent of all U.S. households, for example, receive 15 times as much income as the bottom 10 percent, whereas in Sweden and Norway the ratio is 6 times, in France it is 8 times, in Ireland and Switzerland it is 9 times. Although the United States has a high level of inequality, it has not had a relatively high level of economic growth. According to the *CIA World Factbook* for 2010, the industrial productivity growth rates of Switzerland, Ireland, and Norway all surpass the U.S. growth rate, and the gross domestic product growth rates of Norway, Switzerland, and France likewise surpass the U.S. gross domestic product growth rate. The infant mortality rate of the United States (6.14 deaths per 1000 live births) is higher than that of Ireland (4.9 deaths), Denmark (4.29 deaths), Switzerland (4.12 deaths), France (3.1 deaths), and Sweden (2.74 deaths). The life expectancy at birth in the United States (78.2) is less than in Ireland (78.4), Denmark (78.4), Norway (80.1), Switzerland (81), Sweden (81), and France (81).

Although these brief comparisons do not tell the whole story, they indicate at least that a mixed economy may have some advantages. Moreover, comparisons of the performance of the U.S. economy during different periods of its history suggests a similar conclusion. Prior to the rise of government regulation and social welfare programs in the United States, the highest per capita growth rate in GDP that the United States experienced during a single decade was the 22 percent rate of growth that occurred between 1900 and 1910. During the 1940s, when the U.S. economy was being run as a command economy (because of its involvement in World War II), the growth rate in per capita GDP climbed to 36 percent (the highest ever). During the 1960s, when the United States introduced its major social welfare programs, the per capita GDP growth rate was at a 30 percent level. Again, these comparisons do not tell the whole story, but they suggest that the higher levels of government involvement characteristic of a mixed economy is not altogether a bad idea.

**Property Systems and New Technologies**

Debates have also swirled around the proper balance between property systems that emphasize Lockean notions of private ownership and those that emphasize socialist notions of collective ownership. Nowhere has this debate been more contentious than...
in regard to the new forms of **intellectual property** that modern technology—such as genetic engineering and information technologies—have created. **Intellectual property** is property that consists of a nonphysical object, such as a software program, a song, an idea, an invention, a recipe, a digital image or sound, a genetic code, or any form of information. Unlike physical objects, intellectual property is nonexclusive. That is, unlike physical objects, one person’s use of intellectual property does not exclude other people’s simultaneous use of that property. A physical object such as a house, a pizza, a car, or a square yard of land can be used only by one or a few parties at any single time, and what one party uses or consumes of the object cannot be used or consumed by another person. In contrast, intellectual property such as a song, an idea, or a piece of information can be copied, used, or consumed by countless individuals at the same time. If you create a digital program or image and store it on your computer, others can come along and make millions of exact copies of that program or image that work and look exactly like your original. Those millions of exact copies can be used and enjoyed by millions of people without limiting your own ability to use or enjoy your original copy.

What sort of property systems should societies adopt to determine ownership rights for intellectual property? On one side, are those who take either the Lockean or the utilitarian view that intellectual property should be treated like private property. Those who take a Lockean view argue that if I create a software program or a song, then it should be treated as my private property simply because it is a product of my own mental labor. If anyone tries to use or copy my program or song without my permission, they are violating my “natural” property rights. Utilitarians may also argue for private ownership of intellectual property, but for different reasons. Utilitarians can argue that private ownership of intellectual property provides a necessary incentive for people to work hard at generating new intellectual creations. It takes a lot of hard work for a company like Microsoft to create a word-processing program or for a musician to create an original piece of music. Companies and individuals would not put forth these efforts nor make these investments if they could not profit from their creations by being given rights of ownership that allow them the exclusive right to copy their creations and prevent others from making copies without their permission. Without such private property rights, intellectual creation would dry up.

On the other side of this debate are those who take a position that is more like Marx’s, one that supports the collective or common ownership of intellectual property, particularly of property that can be used to produce additional value. Like Marx, many modern critics of private ownership of intellectual property claim that intellectual creativity does not require the financial incentives of a private property system. Before the modern period of history, the stories, poems, songs, inventions, and information that people created were considered common property that anyone could use or copy. Despite the lack of any financial returns, these artists, writers, and thinkers continued to produce their works. Even today, many people write software or music and make it freely available to others on the Internet—perhaps under the slogan “Information Wants To Be Free!”—despite receiving no financial incentives for their creativity. There is, in fact, a large group of computer software writers who promote “open-source software”—like Linux, Firefox, and OpenOffice—which is software that anyone can freely copy, use, or change. Others argue that the common good of society will be better served if intellectual property is treated as public or communal property that is freely available for others to use to develop new intellectual products or otherwise produce benefits for society. New scientific discoveries or new engineering developments should not be hoarded and hidden under the guise of private property, but should be freely available to benefit society. This is the position of many developing countries, where intellectual property is still seen as common
property. Ethicist Paul Steidlmeir, for example, writes: “developing countries argue that individual claims on intellectual property are subordinate to more fundamental claims of social well-being… [and] that while people may have a right to the fruit of their labor, they have a duty to reward society which made the very fruitfulness of labor possible.”

Not surprisingly, copying of copyrighted software is rampant in many developing countries where software that is priced at $300, $400, and $500 in the United States is available from street vendors for $5 or $10.

The property system for intellectual property in the United States is still evolving, although in many respects it tends more toward a Lockean/utilitarian system than a Marxist/socialist one. In the United States, an important distinction is made between an idea and the expression of the idea. Ideas cannot be owned nor become private property, but remain the common property of everyone. However, a particular expression of an idea, such as the text, words, or software used to express the idea is granted a copyright, indicating that that particular expression of the idea is the private property of an individual or a company. Any tangible text or expression (i.e., one that can be physically seen or touched) can be copyrighted, including books, magazines, newspapers, speeches, music, plays, movies, radio and television shows, maps, paintings, drawings, photos, greeting cards, sound recordings on tapes or digital discs, software programs, and the masks used to imprint computer circuits. In a Lockean fashion, U.S. law says that registering a copyright with the government does not create the copyright, but that mere authorship of a work creates a copyright (i.e., ownership or property) in the work. Nevertheless, copyrights of things authored today expire 120 years after their creation or 95 years after publication, and then, like ideas, become common or public property.

A second way of creating property rights for intellectual property is through a patent. New, nonobvious, and useful inventions of machines, drugs, chemicals or other “compositions of matter,” processes, software programs, manufactured articles, nonsexually reproduced plants, living material invented by a person, and product designs are also recognized to be private property when they are granted a patent. Patents, however, expire after 14 years (for patents of a new design of an existing product) or 20 years (for patents of new products) and then also become the common property of everyone. Many people criticize this system, arguing that patents and copyrights prevent others from developing improved versions of protected software or from taking advantage of key new drug discoveries—a criticism that appeals to a kind of Marxist view that property should serve the good of the community. Yet, others counter that patents expire too quickly and that new inventions should remain the private property of the inventor for much longer—a view with Lockean connotations. The property debate between Locke and Marx thus continues to simmer.

The End of Marxism?

Defenders of free markets were greatly encouraged by what some called the complete abandonment of communism in several formerly communist nations, particularly the members of the former U.S.S.R. On September 24, 1990, the Soviet legislature voted to switch to a free market economy and to scrap 70 years of communist economics that had led to inefficiencies and consumer shortages. Then, during the summer of 1991, the Communist Party was outlawed after party leaders botched an attempt to take over the Soviet government. The Soviet Union broke up and its reorganized states discarded their radical Marxist-Leninist ideologies in favor of worldviews that incorporated both socialist and capitalist elements. The new nations embarked on experimental attempts to integrate private property and free markets into their still heavily socialist economies. These developments were hailed by some observers, such as Francis Fukuyama, as indicating “The End of History.”
others were suggesting is that, with the end of communism, there will be no more “progress” toward a better or more perfect economic system: The whole world now agrees that the best system is capitalism.

Those historic communist reforms, however, did not signal the “complete abandonment” of Marx or socialism. Without exception, all of these reforms have been aimed at moving communist systems toward economies that are based on the best features of both socialism and capitalism. They have, in short, been aimed at moving the communist countries toward the same kind of mixed economy system that dominates Western nations. The debate today in the formerly communist world as in the United States is over the best mix of government regulation, private property rights, and free markets, and not over whether a pure market system is better or worse than a pure command system.

Followers of Smith and Locke continue to insist that the level of government intervention tolerated by the mixed economy does more harm than good. Their opponents continue to counter that, in our mixed economy, government still favors business interests and that allowing businesses to operate without regulatory oversight worsens our economic problems. On balance, however, it may be that the mixed economy comes closest to combining the utilitarian benefits of free markets with the respect for human rights, justice, and caring that are the characteristic strengths of government regulation.

Questions for Review and Discussion

1. Define the following: ideology, individualistic ideology, communitarian ideology, command economy, free market system, private property system, state of nature, natural rights, Locke’s natural right to property, surplus value, alienation, bourgeois, proletariat, economic substructure, social superstructure, forces of production, relations of production, historical materialism, immiseration of workers, invisible hand, natural price, natural liberty, aggregate demand, aggregate supply, Keynesian economics, survival of the fittest, social Darwinism, naturalistic fallacy, mixed economy, intellectual property.

2. Contrast the views of Locke, Marx, Smith, Keynes, and Spencer on the nature and proper functions of government and on its relationship to business. Which views seem to you to provide the most adequate analysis of contemporary relations between business and government? Explain your answer fully.

3. “Locke’s views on property, Smith’s views on free markets, and Marx’s views on capitalism obviously do not hold true when applied to the organizational structure and the operations of modern corporations.” Comment on this statement. What reforms, if any, would Locke, Smith, and Marx advocate with respect to current corporate organization and performance?

4. “Equality, justice, and a respect for rights are characteristics of the U.S. economic system.” Would you agree or disagree with this statement? Why?

5. “Free markets allocate economic goods in the most socially beneficial way and ensure progress.” To what extent is this statement true? To what extent do you think it is false?

Web Resources

Readers interested in researching the topic of globalization can find on the Web both introductory discussions of globalization (http://www.globalization101.org) as well as more in-depth discussions (http://www.globalissues.org and http://yaleglobal.yale.edu).
The GM Bailout

By mid-December 2008, GM, the world’s second largest auto manufacturer, was losing $2 billion a month. Rick Wagoner, CEO since 2000, knew that GM did not have enough money to survive much longer. The year 2008, GM’s 100th anniversary, was turning out to be its worse ever. Wagoner already knew GM would end the year with losses of about $31 billion. But that was an improvement from 2007 when the company lost $38.7 billion, the fourth-biggest corporate loss in history. Those losses, and losses of $1 billion in 2006 and $10 billion in 2005, meant that the company Wagoner led lost an astonishing $80 billion in four years.

Wagoner was a dedicated, affable, and likable man. In high school, he had excelled in all sports but his height of six feet four made him a star in basketball and upon graduation, he was secretly hoping to be a professional athlete. Instead, he majored in economics and also began dating Kathleen Kaylor whom he eventually married. After graduating from Duke University and getting an MBA from Harvard University, Wagoner went to work for GM. He rapidly worked his way up through the company’s ranks and in 2000, he was named CEO, the youngest person to ever hold that position in the company’s history.

Wagoner blamed GM’s misfortune on a number of factors. One of the most significant factors, he felt, was the “Great Recession” of 2008 that had hurt the sales of all the auto companies, particularly when the troubled banks stopped lending money so customers could no longer get car loans. Unfortunately, GM did not anticipate the “credit crunch,” and by 2006, it had sold off a controlling interest in GMAC, the previously wholly-owned finance company that had provided cheap loans to its car buyers. After GM sold 51 percent of GMAC to Cerberus for $7.4 billion, Cerberus refused to let GMAC continue providing the same easy credit to GM’s customers, which turned out to be a significant blow to GM’s sales.

Yet another problem was GM’s labor costs. In 2008, GM was paying an average of about $70 per hour for labor. That $70 included $30 that the worker actually received in wages, and $40 that went to fund other labor costs including the worker’s benefits and pension, plus the cost of providing health care and pensions to about 432,000 GM retirees. Because GM had been operating for 100 years, the number of its retirees was much larger than those of new car companies. Toyota, for example, was paying about $53 per hour for labor in its U.S. manufacturing plants, of which $30 went to the worker as wages, and $23 went to pay for the worker’s benefits and pension, but very little for retirees since the number was relatively low. In some of its plants, a Toyota spokesman said, it was paying as little as $48 per hour for labor.

But perhaps the major cause of GM’s difficulties was its self-inflicted dependence on large SUVs (sport utility vehicles). Japanese car makers could make small and mid-sized cars for less than it cost GM to make comparable cars. To compete, GM had to lower its prices until the profit margins on its small and mid-sized cars were vanishingly thin. But during the 1980s, when gas was cheap, GM discovered that large SUVs were big hits with male customers and with couples with growing families. Moreover, unlike its smaller car models, profit margins on its large SUVs were hefty, as much as $10,000 to $15,000 per vehicle. As its SUV sales boomed during the 1990s, GM expanded its line and eagerly converted many of its plants over to the production of the lucrative big vehicles. By 2003, the bulk of its profits were coming from SUV sales. But when the price of gasoline gradually crept upward, the costs of owning an SUV also increased causing the SUV market to slow and then to decline. In 2004, unsold SUVs started piling up at car dealerships. When Hurricane Katrina made gasoline prices soar in 2005, sales of SUVs eventually collapsed. Thus, GM ended 2005 with a loss of $10.4 billion. Things improved somewhat in 2006, but then losses climbed to record levels: $38.7 billion in 2007, and $30.9 billion in 2008. Unfortunately, by now GM’s plants, strategic plans, research and development programs, and its mindset, were all locked into the production of SUVs, and it would take years to change them.

Because of its reliance on SUVs, GM had put off investing in the small fuel-efficient cars a gas-conscious public had turned to in 2005. In the 1990s, GM had developed the technology for an all-electric car, the EV1. The EV1
was, in fact, the first mass-produced modern electric car made by a major car company. By 1999, GM had spent $500 million producing the EV1 and $400 million marketing it, yet had leased only 800 vehicles. Convinced that the car would never match the profitability of its SUVs, the company stopped making the cars and in 2002, it repossessed all the EV1s it had leased and phased out the project. At the same time, both Toyota and Honda were introducing their small hybrid electric-gas engine cars into the United States. The hybrids turned out to be a commercial success and, more importantly, production of the cars allowed both Toyota and Honda to gain almost a decade of experience in hybrid technology, while GM continued focusing on its gas-guzzling SUVs. In a June 2006 interview published in Motor Trend, Rick Wagoner confessed that his worst decision during his tenure at GM was “axing the EV1 electric-car program and not putting the right resources into hybrids.”

All of these problems had culminated in the $80 billion loss that placed GM in the difficult situation Wagoner knew he had to deal with in the closing weeks of 2008. With many analysts predicting that GM would go bankrupt, banks—which themselves were barely surviving the worse financial crisis in decades—refused to loan the company more money. At the rate it was running through its cash reserves, Wagoner knew the risk of bankruptcy was growing daily. Given the company’s dire straits, he decided that only a government bailout could save it.

Government bailouts were not popular. In September, 2008, the George W. Bush administration asked the U.S. Congress to pass legislation creating a $700 billion fund called the Troubled Asset Relief Program (TARP). A reluctant U.S. Congress approved the TARP bill which authorized the U.S. Treasury Department to use the funds “to purchase . . . troubled assets from any financial institution.” The “troubled assets” were millions of mortgage loans that banks had extended to home buyers who were now unable to make their monthly mortgage payments, and whose homes were worth less than their mortgages because home prices had collapsed in early 2007. Since the homes were worth less than their mortgage loans, the mortgages could not be repaid in full when delinquent homeowners sold their homes or when banks confiscated them. Suffering huge losses, many U.S. banks were on the verge of failing as were European banks that earlier had taken over thousands of the now “troubled” U.S. mortgages. Many economists predicted that these widespread bank failures would turn the deepening recession into a global depression worse than the worldwide Great Depression of the 1930s.

In spite of the looming financial crisis, many had opposed the plan to bail out the banks. A hundred leading economists signed a letter to the U.S. Congress that said lack of “fairness” was a “fatal pitfall” of the plan because it was “a subsidy to investors at taxpayers’ expense. Investors who took risks to earn profits must also bear the losses.” Calling the bank bailouts “socialism for the rich,” the Nobel prize-winning economist Joseph Stiglitz wrote “this new form of ersatz capitalism, in which losses are socialized and profits privatized, is doomed to failure. Incentives are distorted [and] there is no market discipline.”

Nevertheless, if U.S. banks were able to get bailout money from Washington, perhaps GM could do the same. So Rick Wagoner and two GM board members flew to Washington on October 13, 2008 to meet with officials of President George W. Bush’s administration. During the meeting, Wagoner summarized the precarious position of the company and asked for a loan from the TARP fund. Bush’s people balked at the request, saying the legislation explicitly said TARP funds were for financial institutions so they could not be used to provide loans to car manufacturers. Turned down by the administration, a desperate Wagoner turned to the U.S. Congress. On November 18 and 19, he and the CEOs of Chrysler and Ford—the two other U.S. auto companies were also going through difficult times—came before Congressional committees and asked for legislation authorizing government funds to aid the auto industry. Committee members, however, became angry, particularly when the auto executives admitted they had not prepared plans detailing how they would use the funds nor what changes they intended to make to ensure they could return to profitability. In the end, the three CEOs were told to come back in December with detailed financial plans for their companies. In early December, the CEOs dutifully returned to the U.S. Congress with plans in hand and repeated their requests for financial assistance. A few days later, both the U.S. House and the Senate proposed legislation to aid the auto companies. Unfortunately, while the House approved the auto aid bill on December 10, the Senate voted it down. Without the support of both the House and the Senate, the proposed legislation was dead.

Wagoner was stunned and despaired for the future of the company he had served for over thirty years. But his despair turned to elation when he got a telephone call from the Bush administration. The administration had decided the U.S. Treasury could, after all, use the TARP funds to provide loans to GM as well as to Chrysler. (Ford had decided it could survive without government money.) On December 19, 2008, President Bush announced that the U.S. Treasury would provide GM with a $13.4 billion loan from the TARP fund, while Chrysler would get a $4 billion loan. In announcing the assistance to the auto companies, the Bush administration said “the direct costs of American automakers failing and laying off their workers . . . would result in a more than one percent reduction in real GDP growth and about 1.1 million
workers losing their jobs.” To get the money, Wagoner had to agree that by February 17, 2009, GM would hand over a detailed plan specifying how it would achieve “financial viability” and the plan had to be acceptable to U.S. Treasury officials. With his back to the wall, Wagoner agreed to the terms and on December 31, 2008, GM got a first installment of $4 billion from its allotted loan amount; it received another $5.4 billion on January 16, 2009, and a final installment of $4 billion on February 17, 2009.

Many objected that bailouts violated the free market philosophy embraced by many Americans and replaced it with a kind of socialism. Republican Senator Bob Corker said the GM bailout “should send a chill through all Americans who believe in free enterprise.” Several Republican members of Congress submitted a resolution on the bailouts that said they were “moving our free-market based economy another dangerous step closer to socialism.”

By February 17, 2009, newly-elected President Barack Obama had taken office so his administration would end up finishing the auto bail-out that the previous administration had set in motion. As part of the “viability plan,” that he had agreed to submit by February 17, Wagoner was to renegotiate GM’s union contracts to make its labor costs competitive with foreign car makers in the U.S., reduce the number and models of cars it made, shrink its unsecured debt of $27.5 billion down to $9.2 billion by getting creditors to cancel part of their debt in exchange for GM stock, and invest in fuel-efficient hybrid and electric vehicles.

Wagoner had quickly entered negotiations with the United Auto Workers (UAW), GM’s major union, and with creditors. But GM’s creditors had stubbornly refused to reduce their debt by the amount the government wanted. In the end, GM did not reach the debt reduction targets the U.S. Treasury wanted it to reach by February 17. Nevertheless, in the final “plan for viability” it submitted to the U.S. Treasury on February 17, GM said it would cut 37,000 blue-collar jobs and 10,000 white-collar jobs, close 14 plants over three years, eliminate four of its eight car brands, cut manager salaries by 10 per cent and all other salaries by 3 to 7 percent, and shift the costs of retiree health insurance to an independent trust funded in part with GM stock and in part with debt. However, the plan added, GM would need an additional $22.5 billion from the government to continue operating to 2011.

The Auto Task Force Obama had put together to review GM’s proposed plan was not happy with it. Steven Ratner, who headed up the task force said:

It was clear to us from the “viability plans” that the companies had submitted on Feb. 17 that GM and Chrysler were in a state of denial. Both companies needed gigantic reductions in their costs and liabilities. They had way too many plants and workers for expected car volumes. And their labor costs were out of line with those of their most direct competitors . . . I was shocked by the stunningly poor management that we found, particularly at GM, where we encountered, among other things, perhaps the weakest finance operation any of us had ever seen in a major company.

“Team Auto,” as the Obama task force called itself, spent over a month studying the plan and concluded that GM’s optimistic assumptions that its market share would grow in the future, its costs would decline, and in a few years it would have positive cash flows, were out of touch with reality. On March 30, 2009, the Obama administration told the company that its plan was not acceptable and did “not warrant the substantial additional investments … requested.” Nevertheless, GM was given 60 days, until June 1, to try to extract deeper concessions from its creditors and was also given another loan of $6.36 billion to carry it through the next two months. Although GM continued trying to work with its creditors, the Obama task force soon realized that the only way GM would force its creditors to forgive GM’s debt was by filing for bankruptcy. This would give a federal judge the authority to cancel as much debt as was needed for the company to become a viable business again. On March 31, the U.S. Treasury informed the company’s board of directors that if it filed for bankruptcy, the government would provide the funding it would need to emerge as a viable company.

By this time, Rick Wagoner’s fate had been sealed. In mid-March, Steven Ratner asked Wagoner about his plans and he replied, “I’m not planning to stay until I’m 65 but I think I’ve got at least a few years left in me . . . , but I told the [Bush] administration that if my leaving would be helpful to saving General Motors, I’m prepared to do it.” On Friday, March 27, Wagoner attended a meeting with the Auto Task Force to discuss GM’s restructuring plans. Before the meeting Steven Ratner pulled him aside and said, “In our last meeting you very graciously offered to step aside if it would be helpful. Unfortunately our conclusion is that it would be best if you did that.” Wagoner agreed to step down, and on March 30 he submitted his resignation from GM.

On June 1, 2009, GM entered bankruptcy. The U.S. Treasury created a new company named “General Motors Company,” and the now bankrupt “Old GM” sold its most profitable brands and most efficient manufacturing facilities to the new “General Motors Company” who used $30 billion of the government’s money to buy
There are only two economic systems in the world... These two economic systems are generally described as “the free market” and “socialism.”... Socialism is characterized and defined by either of two qualities: Government ownership or control of capital, or forced pooling and redistribution of wealth. ... [T]he current bailout could be described as “super-socialism” because it involves every possible component of socialism: the forced redistribution of wealth, increased government control of capital, and even the extreme of socialism, which is government ownership of capital. Our federal government is not content to just regulate the markets (capital), but is also taking the next step of purchasing ownership interest in previously private companies.
Accolade versus Sega

Accolade, Inc. is a small software company located in San Jose, California, that had prospered by making and marketing games that could be played on Sega game consoles. Its most popular game so far was a game called “Ishido: The Way of Stones.” Sega had not granted Accolade a license to make games for its consoles, and Sega derived no income from sales of Accolade’s games.

In the early 1990s, Sega marketed a new game console called “Genesis,” and Accolade engineers discovered that their games would no longer work on the new console because Sega had inserted new secret codes and security devices into its Genesis consoles that prevented other game programs from working on the console except those made by Sega. To get around this problem, Accolade engineers set to work reverse engineering Sega’s new console and several of its games. Reverse engineering is the process of analyzing a product to discover how it was made and how it works. First, Accolade took several Genesis consoles apart to learn how its security mechanisms worked. Then, Accolade decompiled several of Sega’s game programs.

To understand what this involved, it is necessary to understand that the software that makes up a game is produced in a two-step process. First, engineers write the program for the game using a software language that is easily understood by an engineer who knows the language and that consists of a series of comprehensible instructions such as “GOTO line 5.” This version of the program is called the source code. Second, once they have finished writing the source code, the engineers enter the source code into a computer that compiles the code, essentially translating it into a machine language consisting of zeros and ones (such as “00011011001111001010”). Although the new compiled code is virtually impossible for a human to understand, the series of zeros and ones that make up a compiled code can be read by the game console computer and provides the basic instructions that make the game operate.

Software game programs (and, in fact, all software programs) that are sold in retail stores consist of such compiled code. Decompiling is an attempt to reverse the two-step process through which the program was originally produced. Basically, the compiled or “machine” code that makes up the software program is fed into a computer that attempts to translate the machine language (i.e., the series of zeros and ones) back into the original source code language (i.e., instructions such as “GOTO line 5”) that can be understood by the engineer. The engineer can then examine the new source code and discover exactly how the program works and how it was put together. The process of decompiling is not always completely accurate, and sometimes engineers have to work hard to figure out exactly what the original source code was. Many engineers believe that reverse engineering, particularly decompiling, is inherently unethical.

Nevertheless, Accolade engineers succeeded in getting the information they wanted, and with this knowledge they were soon able to write games that would work on Sega’s new Genesis consoles. Sega, however, immediately sued Accolade, claiming that the company had infringed on its copyright. Initially, the U.S. District Court in San Francisco agreed with Sega and issued an injunction forcing Accolade to withdraw its Sega-compatible games from the market.

Sega lawyers argued that when Accolade reverse engineered its software programs, Accolade had illegally made copies of Sega’s source code. Because this source code was owned by Sega, Accolade had no right to copy or reverse engineer it, and Accolade in effect had stolen Sega’s property by doing so. In addition, the new games that Accolade wrote had to include secret codes that were required to allow the software to work on the Genesis console. These secret codes, Sega claimed, were also owned and copyrighted by Sega and so could not be copied by Accolade and inserted into its game programs.

Accolade, however, appealed the decision of the U.S. District Court to a higher court, the Ninth Circuit Court of Appeals. Accolade claimed that the secret codes and security devices that Sega had used and that had to be known to allow games to play on the Genesis console were in effect a public interface standard. An interface standard is a standardized mechanism that one kind of product must use if it is to be able to work on another product. (The standard prongs that an electric cord must have if it is to fit into a standard outlet are an example of a simple interface standard.) Such interface standards cannot be privately owned by anyone, but are public property that can be used and duplicated by everyone. It was permissible, Accolade lawyers argued, to duplicate the source code because this was merely a way of getting access to the interface standard on the Genesis consoles. It was permissible for Accolade to include copies of these secret codes in its games because these were public property. Accolade’s arguments eventually won out when it appealed the decision of the U.S. District Court in the Ninth Circuit Court of Appeals. The Ninth Circuit Court of Appeals overturned the earlier decision and essentially agreed with Accolade.
However, many legal experts disagreed with the Ninth Circuit Court of Appeals. They felt that Accolade’s arguments were wrong and that the company had really stolen Sega’s property. The security devices and secret codes that Sega had developed were not like the interface standards that different companies must agree on when working on products that must be compatible with each other. It is true that when companies are working on products that must be compatible with each other—like tires that must fit on cars, or electric plugs that must fit into electric sockets—they need to agree on a public standard interface that no one will own, but that everyone will be able to freely use. However, some legal experts have argued, Sega’s Genesis console was a product that belonged to Sega alone and for which Sega wanted to be the sole provider of games. Thus, this was not a case of different companies having to reach an agreement over a public standard; it was a case of a single company making use of its own private technology to make its own games. So, critics of the court’s decision have concluded, there was no public interface standard involved in the Accolade-Sega case.

Questions

1. Analyze this case from the perspective of each of the theories of private property described in this chapter (i.e., from the perspective of Locke’s theory of private property, the utilitarian theory of private property, and the Marxist theory of private property). Which of these views do you most agree with and which do you think is most appropriate for this case?

2. Do you agree that Accolade had “really stolen” Sega’s property? Explain why or why not.

3. In your judgment, did Accolade go too far in trying to discover the underlying source code of Sega’s programs? Does a company have a right to reverse engineer any product it wants?
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Ethics in the Marketplace
Ethics in the Marketplace

Why is a perfectly competitive free market said to be so desirable from an ethical point of view?

What is a monopoly market and why are such markets seen as ethically questionable?

How do oligopoly markets provide opportunities for anticompetitive behaviors that are ethically questionable?

Can we do anything to remedy the ethical shortcomings of monopolies and oligopolies?

Bill Gates is retired CEO and founder of Microsoft Corporation, which was subject to government oversight until May 2011 as the result of an April 2000 judgment by a U.S. District Court that it “maintained its monopoly power by anticompetitive means and attempted to monopolize the Web browser market.” In March 2004 the European Union fined Microsoft $794 million, and an additional $448 million in 2006, and $1.44 billion more in 2008, for ongoing “abuse of its monopoly power.”
A South Korean executive with LG Display has agreed to plead guilty and serve a year in prison for participating in a global conspiracy to fix the prices of TFT-LCD (thin film transistor liquid crystal display) panels, the U.S. Department of Justice announced. Bock Kwon, who served in several executive roles at LG Display, conspired with employees from other TFT-LCD panel makers to fix prices between September 2001 and June 2006, the Department of Justice said. “The participants in the LCD conspiracy committed a serious fraud upon American consumers by fixing the prices of a product that is in almost every American home.” … Four companies and nine individuals have been charged. … More than $616 million in criminal fines have been imposed, and four people have pleaded guilty and have been sentenced to serve jail time…. Kwon was accused of participating in meetings with competitors to discuss LCD prices and agreeing to abide by the prices they set.¹

The president of an Iowa ready-mix concrete company pleaded guilty to participating in a conspiracy to fix prices and rig bids for the sale of ready-mix concrete, the Department of Justice announced today. According to a one-count felony charge filed on May 6, 2010 in U.S. District Court in Sioux city, Iowa, Kent Robert Stewart, president of a ready-mix concrete company located in Iowa, participated in a conspiracy to fix prices and rig bids for ready-mix concrete sold to various companies in Iowa between approximately January 2008 and August 2009. According to the charge, Stewart participated in a conspiracy in which he engaged in discussions concerning project bids for sales of ready-mix concrete in Iowa, submitted rigged bids at collusive and noncompetitive prices and accepted payment for sales of ready-mix concrete at collusive and noncompetitive prices. Stewart is charged with violating the Sherman Act, which carries a maximum penalty of 10 years in prison and a fine of $1 million per count for individuals.²

The former highest-ranking Qantas Airways Limited cargo executive employed in the United States has agreed to plead guilty, serve 8 months in jail, and pay a criminal fine for participating in a conspiracy to fix rates for international air cargo shipments, the Department of Justice announced today. According to the charges filed in U.S. District Court in the District of Columbia, Bruce McCaffrey, former Qantas Vice President of Freight for the Americas, and his co-conspirators, engaged in a conspiracy to fix rates on air cargo shipments charged to U.S. and international customers from at least as early as January 2000 and continuing until at least February 2006, in violation of the Sherman Act.³

A federal grand jury in San Francisco today returned an indictment against a former executive of a large Taiwan-based color display tube (CDT) manufacturing company. … According to the charges Alex Yeh, a former director of sales, and his co-conspirators agreed to charge prices of CDTs at certain target levels or ranges and to reduce output of CDTs by shutting down CDT production lines for certain periods of time. The indictment alleges that Yeh and co-conspirators also agreed to allocate target market shares for the CDT market overall and for certain CDT customers. The conspirators are alleged to have exchanged CDT sales, production, market share and pricing information for the purpose of implementing, monitoring and enforcing their agreements. According to the indictment, Yeh and his co-conspirators implemented an auditing system that permitted co-conspirators to visit each other’s production facilities to verify that CDT production lines had been shut down as agreed.⁴
In view of the key role of competition in the American economy, it is surprising that anticompetitive practices are so common. A report on New York Stock Exchange companies showed that 10 percent of the companies had been involved in antitrust suits during the previous 5 years. A survey of major corporate executives indicated that 60 percent of those sampled believed that many businesses engage in price-fixing. One study found that in a period of 2 years alone over 60 major firms were prosecuted by federal agencies for anticompetitive practices, and hundreds more were prosecuted by state officials.

If free markets are justified, it is because they allocate resources and distribute commodities in ways that are just, that maximize the economic utility of society’s members, and that respect the freedom of choice of both buyers and sellers. These moral aspects of a market system depend crucially on the competitive nature of the system. If firms join together and use their combined power to fix prices, drive out competitors with unfair practices, or earn monopolistic profits at the expense of consumers, the market ceases to be competitive and the results are injustice, a decline in social utility, and a restriction of people’s freedom of choice. This chapter examines the ethics of anticompetitive practices, the underlying rationales for prohibiting them, and the moral values that market competition is meant to achieve.

Before studying the ethics of anticompetitive practices, it is useful to have a clear understanding of the meaning of market competition, particularly of what we call perfect competition. Of course, we all have an intuitive understanding of competition: It is a rivalry between two or more parties trying to obtain something that only one of them can have. Competition exists in political elections, in football games, on the battlefield, and in courses in which grades are distributed “on the curve.” Market competition, however, involves more than mere rivalry between two or more firms. To get a clearer idea of the nature of market competition, we are going to look at three economic models describing three degrees of competition in a market: perfect competition, pure monopoly, and oligopoly.

If you are lucky enough to have taken a course in basic economics, you may already have seen some of these models of market competition. But your course in basic economics did not explain the ethical concepts related to these models of competition, particularly to the model of perfect competition. As we will see, the ethical concepts of utility, justice, and rights are closely tied to the model of perfect competition; that is, perfect market competition tends to result in just outcomes, to respect moral rights, and to satisfy utilitarianism (more precisely, perfectly competitive markets achieve a certain kind of justice, they satisfy a certain version of utilitarianism, and they respect certain kinds of moral rights). It is surprising and salutary that perfectly competitive markets have these three ethical features. Most nations of the world have embraced and tried hard to maintain competitive market systems precisely because competitive markets tend to maximize utility, because they are just, and because they respect people’s moral rights. If we are going to understand why market competition is morally desirable then, we will have to understand why market competition maximizes utility, produces justice, and respects human rights. But to understand why perfect competition tends to have these results, we will need to understand how perfectly competitive markets operate. In particular, we have to understand how perfect competition tends to move toward an equilibrium point, and why this results in markets that maximize utility, establish justice, and respect people’s moral rights.

Once we understand why perfectly competitive markets lead to these three moral outcomes, we will be able to see also why markets and market behaviors that depart from perfect competition tend to diminish utility, tend to be unjust, and tend to violate people’s moral rights. That is, we will be able to see why departures from perfect competition tend to be morally defective. And that, in turn, should allow us

---

**perfect competition**

A free market in which no buyer or seller has the power to significantly affect the prices at which goods are being exchanged.

**pure monopoly**

A market in which a single firm is the only seller in the market and which new sellers are barred from entering.

**oligopoly**

A market shared by a relatively small number of large firms that together can exercise some influence on prices.
to see why it is unethical to engage in those behaviors—like price fixing and other anticompetitive activities—that undermine or destroy market competition.

To truly understand the ethics of market behaviors, then, it is absolutely necessary to first understand why perfect market competition is morally desirable and this requires understanding some basic ideas of economics. There is, unfortunately, no shortcut path to a solid understanding of the ethics of markets and market behaviors. Any attempt to understand the ethics of, say, price-fixing, without a rudimentary understanding of some basic economic principles, will be superficial and easily dislodged when the opportunity to fix prices presents itself in real life. Without an understanding of some basic ideas of economics, we will not truly understand what is wrong with behaviors like price-fixing and can easily rationalize them. We noted in the news stories above that price-fixing and other anticompetitive behaviors are surprisingly common among business people. Part of the reason is because people involved in price-fixing conspiracies can often rationalize their behavior and say they did not think what they were doing was morally wrong. In fact, they often say they were just trying to be morally upright citizens by preventing a “cut-throat competition” that would harm everyone, or that they were trying to establish a “reasonable return” or a “fair price” in the market, or that they were not trying to “gouge” consumers but just exercising their right to compete aggressively in a free enterprise economy. Without a good understanding of the ethics of market competition, it is easy to be taken in by such rationalizations which, after all, seem at first sight to make a lot of sense. But as we will now see, with a firm understanding of the ethics of market competition, it will be clear that price-fixing and other anticompetitive practices are exactly the opposite of what these rationalizations claim.

**1 Perfect Competition**

A market is any forum in which people come together to exchange ownership of goods, services, or money. Markets can be small and very temporary (two friends trading clothes can constitute a tiny transient market) or quite large and relatively permanent (the oil market spans several continents and has been operating for decades).

A perfectly competitive free market is one in which no buyer or seller has the power to significantly affect the prices at which goods (we will use the term goods to include services and money) are being exchanged. Perfectly competitive free markets are characterized by seven defining features:

1. There are numerous buyers and sellers, none of whom has a substantial share of the market.
2. All buyers and sellers can freely and immediately enter or leave the market.
3. Every buyer and seller has full and perfect knowledge of what every other buyer and seller is doing, including knowledge of the prices, quantities, and quality of all goods being bought and sold.
4. The goods being sold in the market are so similar to each other that no one cares from whom each buys or sells.
5. The costs and benefits of producing or using the goods being exchanged are borne entirely by those buying or selling the goods and not by any other external parties.
6. All buyers and sellers are utility maximizers: Each tries to get as much as possible for as little as possible.
7. No external parties (such as the government) regulate the price, quantity, or quality of any of the goods being bought and sold in the market.
The first two features are the basic characteristics of a “competitive” market because they ensure that buyers and sellers are roughly equal in power and none can force the others to accept its terms. The seventh feature is what makes a market qualify as a “free” market: It is one that is free of any externally imposed regulations on price, quantity, or quality. (So-called free markets, however, are not necessarily free of all constraints, as we see later in this chapter.) Note that the term free enterprise is sometimes used to refer to perfectly competitive free markets.

In addition to these seven characteristics, free competitive markets also need an enforceable private property system (otherwise, buyers and sellers would not have any ownership rights to exchange), an underlying system of contracts (which allows buyers and sellers to forge agreements that transfer ownership), and an underlying system of production (that generates goods or services whose ownership can be exchanged).

In a perfectly competitive free market, the price buyers are willing to pay for goods rises when fewer goods are available, and these rising prices induce sellers to provide greater quantities of goods. Thus, as more goods are made available, prices tend to fall, and these falling prices lead sellers to decrease the quantities of goods they provide. These fluctuations produce a striking outcome: In a perfectly competitive market, prices and quantities always move toward what is called the equilibrium point. The equilibrium point in a market is the point at which the amount of goods buyers want to buy equals the amount of goods sellers want to sell and at which the highest price buyers are willing to pay equals the lowest price sellers are willing to take. At the equilibrium point, every seller finds a willing buyer and every buyer finds a willing seller. Moreover, this surprising result of perfectly competitive free markets has an even more astonishing outcome: It satisfies three of the moral criteria—justice, utility, and rights. That is, perfectly competitive free markets achieve a certain kind of justice, satisfy a certain version of utilitarianism, and respect certain kinds of moral rights.

Why do perfectly competitive markets achieve these three surprising moral outcomes? The well-known supply and demand curves of economists can be used to explain the phenomenon. Our explanation proceeds in two stages. First, we see why perfectly competitive free markets always move toward the equilibrium point. Second, we see why markets that move toward equilibrium in this way achieve these three moral outcomes.

### Equilibrium in Perfectly Competitive Markets

A demand curve is a line on a graph indicating the most that consumers (or buyers) would be willing to pay for a unit of some product when they buy different quantities of that product. As we mentioned, the fewer the units of a certain product consumers buy, the more they are willing to pay for those units, so the demand curve slopes down to the right. In the imaginary curve in Figure 1, for example, buyers are willing to pay $1 per basket of potatoes if they buy 600 million tons of potatoes, but they are willing to pay as much as $5 per basket if they buy only 100 million tons of potatoes.

Notice that the demand curve slopes downward to the right, indicating that consumers are willing to pay less for each unit of a good as they buy more of those units; the value of a potato falls for consumers as they buy up more potatoes. Why is this? This phenomenon is explained by a principle we assume human nature always follows—the so-called principle of diminishing marginal utility. This principle states that each additional item a person consumes is less satisfying than each of the earlier items the person consumed: The more we consume the less utility or satisfaction we get from consuming more. The second pizza a person eats at lunch, for example, is much less satisfying than the first one; the third will be substantially less tasty than the second; while the fourth may be positively disgusting. Because of the principle of diminishing marginal utility, the more goods consumers purchase in a

---

**equilibrium point** In a market, the point at which the quantity buyers want to buy equals the quantity sellers want to sell, and at which the highest price buyers are willing to pay equals the lowest price sellers are willing to take.

**demand curve** A line on a graph indicating the quantity of a product buyers would purchase at each price at which it might be selling; the supply curve also can be understood as showing the highest price buyers on average would be willing to pay for a given amount of a product.

**principle of diminishing marginal utility** The principle that generally each additional unit of a good a person consumes is less satisfying than each of the earlier units the person consumed.
market, the less satisfying additional goods are to them and the less value they place on each additional good. Thus, the buyer’s demand curve slopes downward to the right because the principle of diminishing marginal utility ensures that the price consumers are willing to pay for goods diminishes as the quantity they buy increases.

The demand curve thus indicates the value consumers place on each unit of a product as they purchase more units. Consequently, if the price of a product were to rise above their demand curve, average buyers would see themselves as losers—that is, as paying out more for the product than what it is worth to them. At any point below the demand curve, they would see themselves as winners—that is, as paying out less for a product than what it is worth to them. Therefore, if prices should rise above the demand curve, buyers would have little motive to buy, and they would tend to leave the market to spend their money in other markets. However, if prices were to fall below the demand curve, new buyers would tend to flock into the market because they would perceive a chance to buy the product for less than what it is worth to them.

Now, let us look at the other side of the market: the supply side. A supply curve is a line on a graph indicating the prices producers must charge to cover the average costs of supplying a given amount of a commodity. Beyond a certain point (which we explain shortly), the more units producers make, the higher the average costs of making each unit, so the curve slopes upward to the right. In the sample curve traced in Figure 2, for example, it costs farmers on average $1 a basket to grow 100 million tons of potatoes, but it costs them $4 per basket to grow 500 million tons.

At first sight, it may seem odd that producers or sellers must charge higher prices when they are producing large volumes than when producing smaller quantities. We are accustomed to thinking that it costs less to produce goods in large quantities than in small quantities. However, the increasing costs of production are explained by a principle that we call the principle of increasing marginal costs. This principle states that, after a certain point, each additional item the seller produces costs more to produce than earlier items. Why? Because of an unfortunate feature of our physical world: Its productive resources are limited. A producer will use the best and most productive resources to make the first few goods and at this point, costs will indeed decline as production expands. A potato grower farming in a valley, for example, will begin by planting the level fertile acres in the floor of the valley where the more acreage planted the more the costs per unit decline. But as the farm continues to expand, the farmer eventually runs out of these highly productive resources and must turn to using less productive land. As the acreage on the floor of the valley is used up, the farmer is forced to start planting the sloping and less fertile land at the edges of the

**supply curve** A line on a graph indicating the quantity of a product sellers would provide for each price at which it might be selling; the supply curve also can be understood as showing the price sellers must charge to cover the average costs of supplying a given amount of a product.

**principle of increasing marginal costs** The principle that after a certain point, each additional unit a seller produces costs more to produce than earlier units.
valley, which may be rocky and may require more expensive irrigation. If production continues to increase, the farmer will eventually have to start planting the land on the mountainsides and costs will rise even higher. Eventually, the farmer reaches a situation where the more that is produced the more it costs to produce each unit because the farmer is forced to use increasingly unproductive materials. The predicament of the potato farmer illustrates the principle of increasing marginal costs: After a certain point, added production always entails increasing costs per unit. That is the situation illustrated by the supply curve. The supply curve rises upward to the right because it pictures the point at which sellers must begin to charge more per unit to cover the costs of supplying additional goods.

The supply curve, then, indicates what sellers must charge per unit to cover the costs of bringing given amounts of a product to market. It is important to note that these costs include more than the ordinary costs of labor, materials, distribution, and so on. The costs of producing a product also include the profits sellers must make to motivate them to invest in producing this product and forgo the profits they could have made by investing in other products. So the seller’s costs include the costs of production plus the normal profits he could have made but gave up to make this product. These foregone normal profits are a cost of bringing a product to market. What is a “normal” profit? A normal profit is the average profit one could make in other markets with similar risks. The prices on the supply curve, then, must cover the ordinary costs of production plus the average profit the seller could have made by investing in other similar markets. A normal profit is part of the cost of bringing a product to market.

The prices on the supply curve, then, represent the minimum producers must receive to cover their ordinary costs and make a normal profit. When prices fall below the supply curve, producers see themselves as losers: They are receiving less than what it costs them to produce the product (keep in mind that “costs” include ordinary costs plus a normal profit). Consequently, if prices fall below the supply curve, producers will tend to leave the market and invest their resources in other, more profitable markets. However, if prices rise above the supply curve, then new producers will come crowding into the market, attracted by the opportunity to invest their resources in a market where they can derive higher profits than in other markets.

Sellers and buyers, of course, trade in the same markets, so their respective supply and demand curves can be superimposed on the same graph. Typically when this is done, the supply and demand curves will meet and cross at some point. The point at which they meet is the point at which the price buyers are willing to pay for a certain amount

Figure 2
Supply curve for potatoes.
of goods exactly matches the price sellers must take to cover the costs of producing that same amount (i.e., the “equilibrium price”). This point of intersection, as indicated in Figure 3, where the point E at which the supply and demand curves meet, is the so-called point of equilibrium or equilibrium price. On the graph, it is at $2 per basket for 300 million tons.

We mentioned that in a perfectly competitive free market, prices, the amounts supplied, and the amounts demanded all tend to move toward the point of equilibrium. Why does this happen? Notice in Figure 3 that if the prices of potatoes rise above the point of equilibrium, say to $4 per basket, producers will supply more goods (500 million tons) than at the equilibrium price level (300 million tons). But at that high price, consumers will purchase fewer goods (only 100 million tons) than at the equilibrium price. The result will be a surplus of unsold goods (500 – 100 = 400 million tons of unsold potatoes).

To get rid of their unsold surplus, sellers will be forced to lower their prices and decrease production. Eventually, equilibrium prices and amounts will be reached.

In contrast, if the price drops below the point of equilibrium in Figure 3, say to $1 per basket, then producers will start losing money and so will supply less than consumers want at that price. The result will be an excessive demand and shortages will appear. The shortages will lead buyers to bid up the price. Subsequently, prices will rise and the rising prices will attract more producers into the market, thereby raising supplies. Eventually, again, equilibrium will reassert itself.

Notice also what happens in Figure 3 if the amount being supplied, say 100 million tons, for some reason is less than the equilibrium amount. The cost of supplying such an amount ($1 per basket) is below what consumers are willing to pay ($4 per basket) for that same amount. Producers will be able to raise their prices up to the level the consumer is willing to pay ($4) and pocket the difference ($3) as abnormally high profits (i.e., profits above the normal profit, which we defined earlier). The abnormally high profits, however, will attract more producers into the market, thereby increasing the quantities supplied and bringing about a corresponding decrease in the price consumers are willing to pay for the larger quantities. Gradually, the amounts supplied will increase to the equilibrium point, and prices will drop to equilibrium prices.

The opposite happens if the amount being supplied, say 500 million tons, is for some reason more than the equilibrium amount. Under these circumstances, sellers will have to lower their prices to the very low levels that consumers are willing to pay for such large amounts. At such low price levels, producers will leave the market to invest their resources in other, more profitable markets, thereby lowering the supply, raising the price, and once again reestablishing equilibrium levels.

---

**Quick Review 1**

**Equilibrium in Perfectly Competitive Market**

Price and quantity move to equilibrium in perfectly competitive market because:

- If price rises above equilibrium, surplus appears and drives price down to equilibrium.
- If price falls below equilibrium, shortage appears and drives price up to equilibrium.
- If quantity is less than equilibrium, profits rise, attracting sellers who increase quantity to equilibrium.
- If quantity is more than equilibrium, prices fall, driving sellers out which lowers quantity to equilibrium.

---

**Figure 3**

Supply and demand curves for potatoes.
At this point, the reader may be trying to think of an industry that fits the description of perfect competition we have just given. The reader will have some difficulty finding one. Only a few commodity markets, including agricultural markets such as grain and potato markets, come close to embodying the six features that characterize a perfectly competitive market. The fact is that the model of perfect competition is a theoretical construct of the economist that characterizes only a few real-world markets. But although the model does not describe many real markets, as we will now see, it does provide us with a clear understanding of the moral advantages of competition and an understanding of why it is morally desirable to keep markets as competitive as possible.

Ethics and Perfectly Competitive Markets

As we have seen, perfectly competitive free markets incorporate forces that inevitably drive buyers and sellers toward the so-called point of equilibrium. In doing so, they achieve three major moral values: (1) they lead buyers and sellers to exchange their goods in a way that is just (in a certain sense of just); (2) they maximize the utility of buyers and sellers by leading them to allocate, use, and distribute their goods with perfect efficiency; and (3) they bring about these achievements in a way that respects buyers’ and sellers’ right of free consent. As we examine each of these moral characteristics of perfect competition, it is important to keep in mind that they are characteristics only of the perfectly competitive free market—that is, of markets that have the seven features we listed. Markets that fail to have one or the other of these features do not necessarily achieve these three moral values.

To understand why perfectly competitive free markets lead buyers and sellers to make exchanges that are just, we begin by recalling the capitalist meaning of justice. According to the capitalist criterion of justice, benefits and burdens are distributed justly when individuals receive in return at least the value of the contribution they made to an enterprise: Fairness is getting paid fully in return for what one contributes. It is this form of justice (and only this form) that is achieved in perfectly competitive free markets.

Perfectly competitive free markets embody capitalist justice because such markets necessarily converge on the equilibrium point, and the equilibrium point is the one (and only) point at which buyers and sellers on average receive the value of what they contribute. Why is this true? Consider the matter, first, from the seller’s point of view. The supply curve indicates the price producers must receive to cover what it costs them to produce given quantities of a good. Consequently, if prices (and quantities) fall below the seller’s supply curve, consumers are unfairly shortchanging the seller because they are paying him less than the seller contributed to produce those goods in those quantities. (Ordinarily, the seller would not supply those goods if he is getting less for them than it costs him to make them, but the seller can be forced to sell them if, for example, he has already produced them and he will lose even more money if he fails to sell them at all.) On the other hand, if prices rise above the seller’s supply curve, the average seller is unfairly overcharging consumers because they are being charged more than what the seller knows those goods are worth in terms of what it costs to produce them. Thus, from the standpoint of the seller’s contribution, the price is fair (i.e., the price equals the costs of the seller’s contribution) only if it falls somewhere on the seller’s supply curve.

Next, consider the matter from the standpoint of the average buyer or consumer. The demand curve indicates the highest price consumers are willing to pay for given quantities of goods, and so it indicates the full value of those quantities of goods to them. So, if the price (and quantity) of a good were to rise above the consumer’s demand curve, the price would be more than the value of those goods (in those quantities)
to her. Ordinarily, the consumer would not buy goods when their price is above his or her demand curve and so is higher than what the goods are worth to her. If she were forced to buy the goods, (for example, because the seller will not sell her something else she desperately needs unless she buys the goods) then the consumer would unfairly be contributing to the seller more than what the goods are worth to her. On the other hand, if prices (and quantities) fall below the consumer’s demand curve, the average consumer unfairly contributes less to sellers than the value (to the consumer) of the quantity of goods she receives. Thus, from the standpoint of the value average consumer places on different quantities of goods, her contribution is fair (i.e., the price the consumer pays is equal to what the goods are worth to her) only if it falls somewhere on the consumer’s demand curve.

Obviously, there is only a single point at which the price and quantity of a good lies both on the buyer’s demand curve (and is thus fair from the standpoint of the value the average buyer places on the goods) and on the seller’s supply curve (and is thus fair from the standpoint of what it costs the average seller to produce those goods), and that point is the equilibrium point. Thus, the equilibrium point is the one and only point at which prices are just (in terms of capitalist justice) both from the buyer’s and the seller’s point of view. When prices deviate from the equilibrium point, either the average buyer or the average seller is unjustly getting less than he or she contributes, or else one or the other is unjustly getting more than he or she contributes: in either case the outcome is unjust. But as we saw, in perfectly competitive markets prices and quantities are either at the equilibrium point, or forces drive them back to the equilibrium point. The perfectly competitive market thus continually—almost magically—reestablishes capitalist justice for its participants by continually leading them to buy and sell goods at the one quantity and the one price at which each receives the value of what he or she contributes, whether this value is calculated from the average buyer’s or the average seller’s point of view.\textsuperscript{10}

In addition to establishing a form of justice, competitive markets also maximize the utility of buyers and sellers by leading them to allocate, use, and distribute goods with perfect efficiency. To understand this aspect of perfectly competitive markets, we must consider what happens not in a single isolated market, but in an economy that consists of a system of many markets. A market system is perfectly efficient when all goods in all markets are allocated, used, and distributed in a way that produces the highest level of satisfaction possible from these goods. A system of perfectly competitive markets achieves such efficiency in three main ways.\textsuperscript{11}

First, a perfectly competitive market system motivates firms to invest resources in those industries where consumer demand is high and to move resources away from industries where consumer demand is low. Resources will be attracted into markets where high consumer demand creates shortages that raise prices above equilibrium, and they will flee markets where low consumer demand leads to surpluses that lower prices below equilibrium. The perfectly competitive market system allocates resources efficiently in accordance with consumer demands and needs; the consumer is “sovereign” over the market.

Second, perfectly competitive markets encourage firms to minimize the amount of resources consumed in producing a commodity and use the most efficient technology available. Firms are motivated to use resources sparingly because they want to lower their costs and thereby, increase their profit margin. Moreover, to not lose buyers to other firms, each firm will reduce its profits to the lowest levels consistent with the survival of the firm. The perfectly competitive market encourages an efficient use of the seller’s resources as well.

Third, perfectly competitive markets distribute commodities among buyers in such a way that all buyers receive the most satisfying bundle of commodities they can
purchase, given the commodities available to them and the money they can spend on these commodities. When faced by a system of perfectly competitive markets, each buyer will buy up those proportions of each commodity that correspond with the buyer’s desire for the commodity when weighed against the buyer’s desires for other commodities. When buyers have completed their buying, they will know that they cannot improve on their purchases by trading their goods with other consumers because all consumers can buy the same goods at the same prices. Thus, perfectly competitive markets enable consumers to attain a level of satisfaction on which they cannot improve given the constraints of their budgets and the range of available goods. An efficient distribution of commodities is thereby achieved.

Finally, perfectly competitive markets establish capitalist justice and maximize utility in a way that respects buyers’ and sellers’ negative rights. First, in a perfectly competitive market, buyers and sellers are free (by definition) to enter or leave the market as they choose. That is, individuals are neither forced into nor prevented from engaging in a certain business, provided they have the expertise and the financial resources required. Perfectly competitive markets thus embody the negative right of freedom of opportunity.

Second, in the perfectly competitive free market, all exchanges are fully voluntary. That is, participants are not forced to buy or sell anything other than what they freely and knowingly consent to buy or sell. In a competitive free market, all participants have full and complete knowledge of what they are buying or selling, and no external agency (such as the government) forces them to buy or sell goods they do not want at prices they do not choose in quantities they do not desire. Moreover, buyers and sellers in a perfectly competitive free market are not forced to pay for goods that others enjoy. In a perfectly competitive free market, by definition, the costs and benefits of producing or using goods are borne entirely by those buying or selling the goods and not by any other external parties. Free competitive markets thus embody the negative right of freedom of consent.

Third, no single seller or buyer will so dominate the perfectly competitive free market that others are forced to accept the terms or go without. In a perfectly competitive market, industrial power is decentralized among numerous firms so that prices and quantities are not dependent on the dictates of one or a few businesses. In short, perfectly competitive free markets embody the negative right of freedom from coercion.

Thus, perfectly competitive free markets are perfectly moral in three important respects: (1) Each continuously establishes a capitalist form of justice; (2) together they maximize utility in the form of market efficiency; and (3) each respects certain important negative rights of buyers and sellers.

Several cautions are in order, however, when interpreting these moral features of perfectly competitive free markets. First, perfectly competitive free markets do not establish other forms of justice. Because they do not respond to the needs of those outside the market or those who have little to exchange, for example, they cannot establish a justice based on needs. Moreover, perfectly competitive free markets impose no restrictions on how much wealth each participant accumulates relative to the others, so they ignore egalitarian justice and may incorporate large inequalities.

Second, competitive markets maximize the utility of those who can participate in the market given the constraints of each participant’s budget. However, this does not mean that society’s total utility is necessarily maximized. The bundle of goods distributed to each individual by a competitive market system depends ultimately on that individual’s ability to participate in the market and on how much that individual has to spend in the market. But this way of distributing goods may not produce the most satisfaction for everyone in society. Society’s welfare might be increased, for example, by giving more goods to those who cannot participate in the market because they

---

**Quick Review 4**

**Rights in Perfectly Competitive Market**

- Perfectly competitive market respects right to freely choose the business one enters.
- In perfectly competitive market, exchanges are voluntary so respect rights of free choice.
- In perfectly competitive market, no seller exerts coercion by dictating prices, quantities, or kinds of goods consumers must buy.
have nothing to exchange (perhaps they are too poor, too old, too sick, too disabled, or too young to have anything to trade in markets). Or the overall welfare might be increased by distributing more goods to those who have only a little to spend or by limiting the consumption of those who can spend a lot.

Third, although free competitive markets establish certain negative rights for those within the market, they may actually diminish the positive rights of those outside (those, for example, who cannot compete) or of those whose participation is minimal. People who have the money to participate in markets may consume goods (such as food or educational resources) that people outside the market, or those with very little money, need to develop and exercise their own freedom and rationality. Thus, although perfectly competitive free markets secure capitalist justice, although they maximize economic utility, and respect certain negative rights, they largely do this only for those who have the means (the money or the goods) to participate fully in those markets, and they necessarily ignore the needs, utility, and rights of those who are left out of the marketplace.

Fourth, free competitive markets ignore and can even conflict with the demands of caring. As we have seen in previous chapters, an ethic of care implies that people exist in a web of interdependent relationships and should care for those who are closely related to them. A free market system, however, operates as if individuals are completely independent of each other and takes no account of the human relationships that may exist among them. Moreover, as we mentioned, a free market pressures individuals to spend their resources (time, labor, money) efficiently. A system of competitive markets pressures individuals to invest, use, and distribute goods in ways that will produce the maximum economic returns. If individuals do not invest, use, and distribute their resources efficiently, they will lose out in the competition that free markets create. This means that if individuals divert their resources to spend them on caring for those with whom they have close relationships, instead of investing, using, and distributing them efficiently, they will lose out. For example, when an employer who likes and cares for her workers gives them higher wages than other employers are paying, her costs will rise. Then, the employer must either charge more for goods than other employers, which will drive customers away, or accept lower profits than other employers, which will allow other employers to make more money that they can then invest in improvements and may eventually enable them to drive the employer out of business. In short, the pressures toward economic efficiency that a system of perfectly competitive free markets creates not only ignore, but can regularly conflict with the demands of caring.

Fifth, free competitive markets may have a pernicious effect on people’s moral character. The competitive pressures that are present in perfectly competitive markets can lead people to attend constantly to economic efficiency. Producers are constantly pressured to reduce their costs and increase their profit margins. Consumers are constantly pressured to patronize sellers that provide the highest value at the lowest cost. As people are constantly pressured to seek out employers that pay higher wages and to abandon those with lower wages. Such pressures, it has been argued, lead people to develop character traits associated with maximizing individual economic well-being and neglect character traits associated with building close relationships to others. The virtues of loyalty, kindness, and caring may all diminish, whereas the vices of being greedy, self-seeking, avaricious, and calculating may be encouraged.

Finally, and most important, we should note that the three values of capitalist justice, utility, and negative rights are produced by free markets only if they embody the seven conditions that define perfect competition. If one or more of these conditions are not present in a given real market, then the claim can no longer be made that these three values are present. As we will see in the remainder of this chapter.

---

**Quick Review 5**

**Perfectly Competitive Free Markets**

- Achieve capitalist justice (but not other kinds of justice like justice based on need)
- Satisfy a certain version of utilitarianism (by maximizing utility of market participants but not of all society)
- Can lead to ignoring the demands of caring and value of human relationships
- Can encourage vices of greed and self-seeking and discourage virtues of kindness and caring
- Can be said to embody justice, utility, and rights only if seven defining features are present.
this is the most crucial limitation of free market morality because real markets are
not perfectly competitive, and consequently they may not achieve the three moral
values that characterize perfect competition. Despite this critical limitation, however,
the perfectly competitive free market provides us with a clear idea of how economic
exchanges in a market economy should be structured if relationships among buyers
and sellers are to secure the three moral achievements we indicated. We turn next to
see what happens when some of the defining characteristics of perfect competition are
absent.

2 Monopoly Competition

What happens when a free market (i.e., one without government intervention) ceases
to be perfectly competitive? We begin to answer this question in this section by exam-
ing the opposite extreme of a perfectly competitive market: the free (unregulated)
monopoly market. We then examine some less extreme varieties of noncompetition.

We noted earlier that a perfectly competitive market is characterized by seven condi-
tions. In a monopoly, two of these conditions are not present. First, instead of “numer-
ous sellers, none of whom has a substantial share of the market,” the monopoly market
has only one dominant seller, and that dominant seller has a substantial share of the
market. Technically, a company must have 100 percent of the market to be a monopoly,
but in practice a company with less than 100 percent of the market can be considered a
monopoly; that is, a monopoly market can consist of a single dominant firm with, say,
90 percent of the market and dozens of other companies each with less than one percent
of the market. The key feature that determines whether a company has a monopoly is
whether that one company has such control over a product that the company largely de-
termines who can get some of the product and what the product will sell for.

The second way in which a monopoly differs from a perfectly competitive market
is that instead of being a market that other companies “can freely and immediately
enter or leave,” the monopoly market is one that other companies cannot enter or
that it is very difficult for other companies to enter. Other companies are blocked
from entering by “barriers to entry” that keep other companies out, such as patent or
copyright laws that do not allow other companies to make the patented product, or
high entry costs that make it too costly or too risky for a new seller to try start a busi-
ness in that industry. A monopoly company might itself create the barriers to entry
that keep other companies out of its market. For example, a company might threaten
to inflict substantial economic harm on any company that tries to enter its market
(for example, by flooding the market with the product so that prices fall until it is no
longer worth being in the market), or it might cultivate a reputation for being willing
to retaliate viciously against any company that enters the market.

Two contemporary examples of monopoly markets are the worldwide market
for operating systems for personal computers and the market for office suite soft-
ware. The operating system market is dominated by Microsoft’s Windows which had
a total global market share of 92 percent in 2010. Microsoft also has a monopoly in
the worldwide market for integrated office suite software where its MS Office suite
commanded 94 percent of the market in 2010. While Microsoft does not hold 100
percent of either of these markets, most observers characterize its control of these
markets as monopolies. There are several “barriers to entry” any company that wants
to come into these markets has to overcome. One barrier is sheer total cost and risk:
today it costs more than $10 billion to develop a new operating system like Windows
and it would be extremely risky for a company to spend $10 billion on the gamble
that it might overcome Microsoft’s dominance of the market. A second barrier is
economies of scale which occur when the amount of product a company makes has grown so large that it costs it less to make each unit of its products than it would cost any smaller firm. Since Microsoft makes and sells many more units of Windows and MS Office than its competitors, Microsoft’s costs per unit (for example, its research costs, its marketing and administrative costs, etc.) are lower than its competitors’. Another barrier is brand loyalty: if a company tried to take some of the 95 percent market share MS Office has, it would have to overcome the strong brand loyalty it commands, and this would require another large and risky investment in brand development.

Yet another barrier is the so-called “network effect” in which the value of a product increases as the number of users increases. Consumers prefer Windows over other operating systems like Unix because there are many more software programs available for Windows than for Unix. And the reason why there are many more programs for Windows is because software developers would much rather develop programs for Windows’ many users, than for Unix’s few users. So, the more Windows users there are, the more programs will be written for it, and the more valuable it is to users. A new operating system like Unix has a hard time competing with Windows because network effects continually make Windows more valuable to users than Unix. And, finally, we might note that some observers say that other companies are not eager to enter one of Microsoft’s markets because it has a reputation of retaliating aggressively against companies that try to compete. That reputation serves as a barrier that keeps other companies away from Microsoft’s markets.

Although there are few companies that have global monopolies like Microsoft, there are numerous companies that have local or regional monopolies, i.e., monopolies over markets that serve specific geographical areas such as a city, a county, or a state. Examples of companies with local or regional monopolies include public utilities, cable companies, trash collectors, road construction companies, postal services, water supply companies, phone companies, electrical power companies, etc.

Monopoly markets, then, are those in which a single dominant firm controls all or virtually the entire product in the market and which new sellers cannot enter or have great difficulty entering because of barriers to entry. A seller in a monopoly market can control the prices (within a certain range) of the available goods. Figure 4 illustrates the usual situation in a monopoly market: The monopoly firm is able to fix its output at a quantity that is less than the equilibrium quantity and at which demand is so high that it allows the firm to reap an excess monopoly profit by charging prices that are well above the supply curve and even above the equilibrium price. A monopoly seller, for example, can set prices above their equilibrium level—at, say, $3. By limiting supply to only those amounts buyers will purchase at the monopolist’s high prices (at 300 units in Figure 4), the monopoly firm can ensure that it sells all its products and reaps substantial profits from its business. The monopoly firm will, of course, calculate the price-amount ratios that will secure the highest total profits (i.e., the profit-per-unit multiplied by the number of units), and it can then fix its prices and production volume at those levels. At the turn of the century, for example, the American Tobacco Company, with a monopoly in the sale of cigarettes, was making profits equal to about 56 percent of its sales.

If entry into the market were open, of course, these excess profits would draw other producers into the market, resulting in an increased supply of goods and a drop in prices until equilibrium was attained. In a monopoly market, where “barriers to entry” make it virtually impossible or too costly for other firms to enter the market, this does not happen, and prices will remain high if the monopolist chooses to keep them high. As we have noted, barriers to entry can consist of legal barriers such as copyrights, patents, licenses, tariffs, quotas, grants, or other means by which government
keeps new firms from entering a certain market. But as our discussion of Microsoft indicated, there are many other kinds of barriers to entry, including long-term customer contracts that make it too hard for a new entrant to capture the customers of an established incumbent; low manufacturing costs that allow the established incumbent to threaten to lower prices and win a price war if a new firm tries to enter the market; high start-up costs, high fixed costs, high advertising costs, or high research and development costs that the new entrant will not be able to recover if the firm has to leave the market, thus making entry too risky (firms risk huge losses if they try to enter); so-called “network effects” that give an established company with many users an advantage a new firm with few users will not have.

But will the monopolist necessarily choose to maximize its profits? If a seller sets its prices above what buyers are willing to pay (i.e., above the demand curve), or if the seller’s costs are higher than buyers can pay, of course, then even if it is the only seller in the market it will not make a profit. There are limits (i.e., the demand curve) to how much even a monopoly can charge. But it is sometimes suggested that even when monopoly companies can make monopoly profits, they actually do not try to make monopoly profits. Yet although it is conceivable that the managers of a monopoly firm may altruistically forgo potential profits and fix their prices at the equilibrium level—that is, the level that just gives them a normal rate of profit—this seems unlikely. It is difficult to see why a monopoly company would give up profits it could make for its shareholders. If a company has come to monopolize its market through legal means (perhaps it invented and now holds the patent on the only product known to be capable of meeting a consumer demand), then its monopoly profits are legal and shareholders will surely demand such profits. Of course, a monopolist might forgo some of its monopoly profits if government regulators force it to do so or if it is pressured to do so by an angry public. Drug company Burroughs Wellcome (now part of GlaxoSmithKline), for example, was pressured by angry activists to lower its price for AZT when it was the only treatment for AIDS. But in the absence of any external regulatory authority (such as the government), or of any external public pressures, monopolists are utility maximizers like every other company in a market and will, therefore, seek to maximize their profits if they are able to do so. If a monopoly can, then it actually will, seek monopoly profits. Is there any empirical evidence for this claim? There is an overwhelming amount of empirical statistical evidence which shows that, in fact, monopoly companies seek monopoly profits, although strong labor unions and executives can siphon off up to half of a company’s monopoly profits as wages, benefits, salaries, and bonuses.
Drug companies in the United States are granted a patent on any new pharmaceutical drug they develop, which gives them a monopoly on that drug for 20 years. Not surprisingly, high monopoly profits (i.e., profits well beyond the average rate of profits in other industries) are characteristic of the pharmaceutical industry. In a 2003 study entitled *The Other Drug War II*, Public Citizen’s Congress Watch noted that during the 1970s and 1980s, drug companies in the Fortune 500 had average profit rates (as a percent of revenues) that were double the average for all other industries in the Fortune 500. During the 1990s, drug company profit rates averaged 4 times the average profit rates of all other industries, and during the first 5 years of the twenty-first century, drug company profit rates were about 3 times the rates of other industries.

According to the U.S. Census Bureau’s *Quarterly Financial Reports*, in the first quarter of 2007 and 2008, average drug company profit rates were about 3 times the average for all other manufacturing companies. In the first quarter of 2009, average drug company profit rates were close to 7 times the average for all other manufacturing companies, and in the first quarter of 2010, they averaged close to 3 times the average for other manufacturing companies. Drug companies say they need these profits to cover the costs of research for new drugs. But while drug companies put only 14 percent of their revenues into research, they siphon off 17 percent of their revenues into dividends they hand out to shareholders and plow 31 percent into advertising and administration. A study of drug manufacturing costs (see [www.rense.com/general54/preco.htm](http://www.rense.com/general54/preco.htm)) found that prescription drugs have markups of 5,000 percent, 30,000 percent, and 500,000 percent over the cost of their ingredients. The ingredients in 100 tablets of Norvasc, which sold for $220, cost 14 cents; of Prozac, which sold for $247, 11 cents; of Tenormin, which sold for $104, 13 cents; of Xanax, which sold for $136, 3 cents, and so on.
1. Is the drug industry a good illustration of the market theories described in this chapter? Explain your answer.

2. What changes, if any, do you think we should make to U.S. drug patent laws? Explain.

3. How should the relation between drugs and human life/health affect your views on drug industry monopoly profits? Explain.
ETHICS IN THE MARKETPLACE

Monopoly Competition: Justice, Utility, and Rights

How well does an unregulated monopoly market succeed in achieving the moral values that characterize perfectly competitive free markets? For the most part, not well. Unregulated monopoly markets can fall short of the three values of capitalist justice, economic efficiency, and respect for negative rights that perfect competition achieves.

The most obvious failure of monopoly markets lies in the high prices they enable the monopolist to charge and the high profits they enable the monopolist to reap—a failure that violates capitalist justice. Why do the high prices and profits the monopolist can command violate capitalist justice? Capitalist justice says that what each person receives should equal the value of the contribution they made. As we saw, the equilibrium point is the one (and only) point at which buyers and sellers each receive in return the value of what each contributes to the other, whether this value is determined from the average buyer’s or the average seller’s point of view. In a monopoly market, however, prices for goods can be set above the equilibrium level, and quantities can be set at less than the equilibrium amount. As a result, the seller can charge the buyer more than the goods are worth (from the average seller’s point of view) because prices are more than the costs of making those goods. Thus, the high prices the seller can force the buyer to pay are unjust, and these unjustly high prices are the source of the seller’s excess profits.

A monopoly market can also violate utilitarianism because it tends to allocate, distribute, and use resources inefficiently. First, the monopoly market allows resources to be used in ways that will produce shortages of those things buyers want and cause them to be sold at higher prices than necessary. The high profits in a monopoly market indicate a shortage of goods. However, because other firms are blocked from entering the market, their resources cannot be used to make up the shortages indicated by the high profits. This means that the resources of these other firms are deflected into other non-monopoly markets where they do less good because they do not have similar shortages. Moreover, the monopoly market allows the monopoly firm to set its prices well above costs instead of forcing the firm to lower its prices to cost levels. The resulting excess profits absorbed by the monopolist represent resources that are not needed to supply the amounts of goods it produces. Second, monopoly markets do not encourage the monopolist to minimize the resources consumed to produce its goods. A monopoly firm has little incentive to reduce its costs because it knows its monopoly profits can more than cover all its costs, and for the same reason it has little incentive to find less costly ways to make its product, and little incentive to invest a great deal in innovation and in improving its product. Because profits are high anyway, there is little incentive for it to develop new technology that might give it a competitive edge over other firms, for there are no other competing firms.

Third, monopoly markets place restrictions on the negative rights that perfectly free markets respect. First, monopoly markets by definition are markets that other sellers are not free to enter. Second, monopoly markets enable the monopoly firm to force on its buyers goods that they may not want in quantities they may not desire. The monopoly firm, for example, can force consumers to purchase product X only if they also purchase product Y from the firm. Third, monopoly markets are dominated by a single seller whose decisions determine the prices and quantities of a commodity offered for sale. The monopoly firm has considerable power over the market.

A monopoly market, then, is one that can, and generally will, deviate from the ideals of capitalist justice, economic utility, and negative rights. Instead of continually establishing a just equilibrium, the monopoly seller can impose unjustly high prices on the buyer and can generate unjustly high profits for him or herself. Instead of maximizing efficiency, monopoly markets provide sellers incentives for
waste, misallocation of resources, and profit-gouging. Instead of protecting the negative rights of freedom, monopoly markets create an inequality of power that allows the monopoly firm to dictate terms to the consumer. The producer then replaces the consumer as “sovereign” of the market.

### 3 Oligopolistic Competition

Few industries are monopolies. Most major industrial markets are not dominated by a single firm, but more usually by a few—four, eight, or even more firms, depending on the market. Such markets lie somewhere on the spectrum between the two extremes of the perfectly competitive market with innumerable sellers and the pure monopoly market with only one seller. Market structures of this “impure” type are referred to as **imperfectly competitive markets**, of which the most important kind is the oligopoly.

In an oligopoly market, two of the seven conditions that characterize the purely competitive market are once again not present. First, instead of many sellers, there are only a few significant sellers. That is, most of the market is shared by a relatively small number of large firms that together can exercise some influence on prices. The firms controlling the oligopoly market may be only 2 or as many as 50, depending on the industry. Second, other sellers are not able to easily enter the market. As with monopoly markets, barriers to entry may be due to the prohibitively high costs of starting a business in that industry, they may be the result of long-term contracts that have tied all the buyers to the firms already in the industry, or they may be due to enduring loyalties created by brand-name advertising.

Oligopoly markets, which are dominated by a few (e.g., three to eight) large firms, are said to be **highly concentrated**. Examples of such oligopoly markets are not hard to find because they include many of the largest manufacturing industries. Table 1 lists several highly concentrated U.S. industries, as indicated by the large share of the market that the biggest firms control. The firms that dominate the highly concentrated U.S. industries tend, by and large, to be among the largest corporations in the United States. Table 2 lists several major corporations dominant in various oligopoly industries, together with the approximate percentage of the markets controlled by these firms. These include many of the most well-known and largest U.S. firms operating in several of the most basic U.S. industries.

Although oligopolies can form in a variety of ways, the most common causes of an oligopolistic market structure are **horizontal mergers**. A horizontal merger is simply the unification of two or more companies that were formerly competing in the same line of business. If enough companies in a competitive industry merge, the industry can become an oligopoly composed of a few very large firms. During the 1950s, for example, the 108 competing banks in Philadelphia began to merge until, by 1963, the number of bank firms had been reduced to 42. The Philadelphia National Bank emerged as the second-largest bank (as a result of nine mergers), and the Girard Bank emerged as the third-largest (as a result of six mergers). In the early 1960s, the Philadelphia National Bank and the Girard Bank proposed to merge into a single firm. If the merger had been approved (the government stopped it), the two banks together would have controlled well over one-third of the banking activities of metropolitan Philadelphia.

How do oligopoly markets affect consumers? Because a highly concentrated oligopoly has a relatively small number of firms, it is relatively easy for the managers of these firms to join forces and act as a unit. By explicitly or tacitly agreeing to set their prices at the same levels and to restrict their output accordingly, the oligopolists can function much like a single giant firm. This uniting of forces, together with the barriers to entry...
that are characteristic of oligopoly industries, can result in the same high prices and low supply levels characteristic of monopoly markets. As a consequence, oligopoly markets, like monopolies, can fail to exhibit fair prices, can generate a decline in social utility, and can fail to respect basic economic freedoms. It has been shown, for example, that generally the more highly concentrated an oligopoly industry is, the higher the profits it is able to extract from its customers.

Studies also have estimated that the overall decline in consumer utility as a result of inefficient allocation of resources by highly concentrated oligopoly industries ranges between 0.5 percent and 4.0 percent of the nation’s gross national product, or between $55 billion and $440 billion per year.

Anticompetitive Behavior In a market economy like ours, and like most of the world now has, competition is what business is about. Everything a company does is normally aimed at making products or providing services that consumers will want to buy more than those competitors are trying to sell them. To succeed in that

Table 1

<table>
<thead>
<tr>
<th>Product</th>
<th>4 Largest</th>
<th>8 Largest</th>
<th>Herfindahl–Hirschman Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cereal breakfast foods</td>
<td>82</td>
<td>93</td>
<td>2999</td>
</tr>
<tr>
<td>Cane sugar refining</td>
<td>78</td>
<td>99</td>
<td>2885</td>
</tr>
<tr>
<td>Beet sugar</td>
<td>85</td>
<td>98</td>
<td>2209</td>
</tr>
<tr>
<td>Breweries</td>
<td>91</td>
<td>94</td>
<td>(NA)</td>
</tr>
<tr>
<td>Chocolate</td>
<td>73</td>
<td>87</td>
<td>2268</td>
</tr>
<tr>
<td>Cigarettes</td>
<td>95</td>
<td>99</td>
<td>(NA)</td>
</tr>
<tr>
<td>Snack foods</td>
<td>64</td>
<td>72</td>
<td>2717</td>
</tr>
<tr>
<td>Thread</td>
<td>66</td>
<td>76</td>
<td>2434</td>
</tr>
<tr>
<td>Underwear</td>
<td>80</td>
<td>97</td>
<td>2400</td>
</tr>
<tr>
<td>Men’s pants</td>
<td>84</td>
<td>90</td>
<td>2514</td>
</tr>
<tr>
<td>Botanical supplements</td>
<td>69</td>
<td>76</td>
<td>2704</td>
</tr>
<tr>
<td>Greeting cards</td>
<td>85</td>
<td>89</td>
<td>2830</td>
</tr>
<tr>
<td>House slippers</td>
<td>94</td>
<td>99</td>
<td>2944</td>
</tr>
<tr>
<td>Glass containers</td>
<td>87</td>
<td>96</td>
<td>2548</td>
</tr>
<tr>
<td>Small gun ammunition</td>
<td>84</td>
<td>90</td>
<td>2098</td>
</tr>
<tr>
<td>Computers</td>
<td>76</td>
<td>89</td>
<td>2662</td>
</tr>
<tr>
<td>Refrigerators and freezers</td>
<td>82</td>
<td>97</td>
<td>2025</td>
</tr>
<tr>
<td>Washers and driers</td>
<td>90</td>
<td>94</td>
<td>2870</td>
</tr>
<tr>
<td>Electric bulbs</td>
<td>90</td>
<td>98</td>
<td>2507</td>
</tr>
<tr>
<td>Batteries</td>
<td>90</td>
<td>98</td>
<td>2848</td>
</tr>
<tr>
<td>Automobiles</td>
<td>87</td>
<td>97</td>
<td>2096</td>
</tr>
<tr>
<td>Vacuum cleaners</td>
<td>78</td>
<td>96</td>
<td>2913</td>
</tr>
<tr>
<td>Furniture</td>
<td>68</td>
<td>80</td>
<td>2754</td>
</tr>
</tbody>
</table>

Source: U.S. Census Bureau, *Concentration Ratios: 2002*, May 2006, Table 3. The Herfindahl–Hirschman index is a measure of market concentration calculated by squaring the individual market share (in percent) of each firm in the market and adding the squares together. An industry with a 4-firm combined share above 80 percent or a Herfindahl–Hirschman number above 1800 is considered to be highly concentrated.
competition, a company has to provide consumers with products and services that are cheaper, or better, than competitors', or both. Companies normally prevail in this competition only if they can lower their costs below those of competitors (which lets them offer lower prices than competitors or make higher profits than competitors) or if they can develop products and services that are of higher quality than those of competitors. In either case, the company is competing in a way that ultimately benefits consumers and society: to cut costs companies make better and more efficient use of the resources they have, and to improve their products companies continually innovate and offer consumers and society increasingly better products.

Cutting costs and improving quality are the normal and honest ways in which companies in market economies compete and, as we have seen, competitive markets are fair, socially beneficial, and respectful of people’s negative rights. But there are other ways to “compete” that are not aimed at lowering costs or improving quality, but instead aim at destroying competition itself. We are now going to turn to look at some of the specific ways in which employees and managers who operate in monopoly or oligopoly markets can manipulate the power they have in these markets to undermine competition and treat consumers unfairly, violate their rights, and diminish their utility. We are going to look, that is, at specific ways in which businesses can use their market power to unfairly harm consumers as well as competitors, instead of working at honestly lowering their costs and improving their products.

**Explicit Agreements and Other Anticompetitive Tactics** Prices in an oligopoly can be set at profitable levels through explicit agreements that restrain competition. The managers of the few firms operating in an oligopoly can meet and agree to act

<table>
<thead>
<tr>
<th>Brand/Company</th>
<th>Market</th>
<th>Market Share (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gerber</td>
<td>Baby food</td>
<td>73%</td>
</tr>
<tr>
<td>Campbell’s</td>
<td>Canned soup</td>
<td>70%</td>
</tr>
<tr>
<td>Kellogg’s</td>
<td>Toaster pastry</td>
<td>72%</td>
</tr>
<tr>
<td>A-1</td>
<td>Marinades</td>
<td>79%</td>
</tr>
<tr>
<td>Gatorade</td>
<td>Sports drinks</td>
<td>82%</td>
</tr>
<tr>
<td>Levi’s</td>
<td>Jeans</td>
<td>52%</td>
</tr>
<tr>
<td>Procter &amp; Gamble</td>
<td>Laundry soap</td>
<td>57%</td>
</tr>
<tr>
<td>Clorox</td>
<td>Chlorine bleach</td>
<td>59%</td>
</tr>
<tr>
<td>Kiwi</td>
<td>Shoe polish</td>
<td>76%</td>
</tr>
<tr>
<td>General Electric</td>
<td>Light bulbs</td>
<td>79%</td>
</tr>
<tr>
<td>Tyco</td>
<td>Plastic pipe</td>
<td>60%</td>
</tr>
<tr>
<td>Reynolds</td>
<td>Aluminum foil</td>
<td>64%</td>
</tr>
<tr>
<td>Hewlett-Packard</td>
<td>Desktop laser printers</td>
<td>61%</td>
</tr>
<tr>
<td>In-Sink-Erator</td>
<td>Garbage disposals</td>
<td>77%</td>
</tr>
<tr>
<td>Sony</td>
<td>Digital camcorders</td>
<td>68%</td>
</tr>
<tr>
<td>Kodak</td>
<td>Single-Use cameras</td>
<td>61%</td>
</tr>
<tr>
<td>Sony</td>
<td>Video game consoles</td>
<td>66%</td>
</tr>
<tr>
<td>Sony</td>
<td>Video games</td>
<td>64%</td>
</tr>
<tr>
<td>H&amp;B</td>
<td>Wooden bats</td>
<td>65%</td>
</tr>
</tbody>
</table>

Fixing the Computer Memory Market

All personal computers need memory chips, called DRAM for “dynamic random access memory,” which are sold in units of gigabytes (Gb) or megabytes (Mb). The $20 billion per year DRAM market is dominated by Micron, Infineon, Samsung, Hynix, and a few smaller companies who sell their DRAM to computer makers such as Dell, Compaq, Gateway, and Apple. In the late 1990s, the DRAM makers invested in bigger factories leading to a market glut, large inventories, and intense price competition. By February 2001, unsold inventories and a recession took DRAM prices into a steep fall (see graph), dropping to about $1 a unit by the end of 2001, a price well below manufacturing costs. In early 2002, while inventories were still high and the recession was in full swing, prices strangely rose and peaked at about $4.50 a unit in April (see chart). That month, Michael Dell of Dell Computers accused the companies of “cartel-like behavior,” and the Department of Justice (DOJ) began to investigate the possibility of price-fixing. Prices now reversed, falling to $2 by the end of 2002, about 20 to 40 percent below manufacturing costs. The DOJ later released a November 26, 2001 e-mail written by Kathy Radford, a Micron manager, in which she described plans by Micron, Infineon, and Samsung to move their prices upward in unison: “the consensus from all [DRAM] suppliers is that if Micron makes the move, all of them will do the same and make it stick.” On September, 2004, Infineon pled guilty to “participating in meetings, conversations, and communications” with other DRAM makers during 2001 and “agreeing during those meetings, conversations, and communications” to “fix the prices for DRAM.” Infineon paid the U.S. government $160 million in fines. The DOJ announced it was investigating the other DRAM makers.

1. Estimate the equilibrium price from the graph.
2. Who ultimately paid for any monopoly profits above the equilibrium price?
3. Did the companies do anything unethical? Explain.
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as a unit, for example, by charging the same price for their products. By uniting together, the oligopoly firms act like a single seller and, in effect, turn the oligopoly market into a monopoly. The greater the degree of market concentration present in an industry, the fewer the managers that have to be brought into the agreement, and the easier it is for them to, for example, fix their prices. Because such agreements
reproduce the effects of a monopoly, they curtail market justice, market utility, and market rights as discussed in the first sections of this chapter.

Monopoly companies can also engage in anticompetitive behavior. A company, for example, who has a monopoly in one market may try to use its power to create a monopoly in another market. Microsoft, for example, who monopolized the market for personal computer operating systems with “Windows,” was accused of trying to establish another monopoly in media players when it began to bundle “Windows Media Player” with each copy of Windows, so that a consumer could not buy “Windows” without also buying “Windows Media Player.” Somewhat disingenuously Microsoft protested that it was “giving ‘Windows Media Player’ away for free.” But, of course, Microsoft paid for the costs of developing “Windows Media Player” out of what consumers paid for “Windows,” so part of what consumers were paying for “Windows” was really being used to pay for “Windows Media Player.”

If the justice, freedom, and social utility that competitive markets achieve are important values for society, then it is morally wrong for the managers of oligopoly companies to unite together in a collusive agreement. Only if markets function competitively will they exhibit the justice, freedom, and utility that justify their existence. These beneficial aspects of a free market are reaped by society only as long as managers of oligopoly firms refrain from agreeing to practices that recreate a monopoly market. The following are several specific ways in which the managers of oligopoly companies can agree to act together in conspiracies that injure society and can unfairly destroy smaller competitors.

**Price-Fixing**  When firms operate in an oligopoly market, their managers can meet secretly and agree to set their prices at artificially high levels, i.e., at prices well above the supply curve and generally above the equilibrium price. This is straightforward price-fixing which reproduces the effects of a monopoly. In 2010, for example, the managers of six companies—Sharp Corp., LG Display Co., Hitachi Displays Ltd., Epson Imaging Devices Corp., Chunghway Picture Tubes Ltd., and Chi Mei Opto-electronics—admitted they had put together a world-wide scheme to fix the prices of TFT-LCD panels which serve as the screens for flat televisions, computer monitors, laptop screens, cell phone displays, and media players. The managers confessed they got together several times in secret meetings in Japan, Korea, and the United States and there they discussed and agreed on the prices they would all charge for their TFT-LCD panels and agreed to limit the quantity of panels they would produce. By limiting their production, they created artificial shortages that let them raise their prices above the normal equilibrium level, thereby increasing their revenues even though throughout the period of the conspiracy their costs were constant and there was little competition on quality. Through their price-fixing scheme they defrauded their buyers out of hundreds of millions of dollars. When this was discovered, their companies had to pay a record $860 million in fines and those managers who were involved in the price-fixing scheme were given jail sentences and fined thousands of dollars. In addition, each of their many direct buyers (e.g., television and cell-phone manufacturers) then had the legal right to sue their companies and recover three times the amount of money the managers overcharged them. Many of these suits are still going on.

**Manipulation of Supply**  Managers in an oligopoly industry do not have to agree to fix prices to recreate the effects of a monopoly market. Instead they only need to agree to limit the quantity of goods they supply to the market at a level that is below the equilibrium quantity. Doing this will create a shortage because demand for the goods will be higher than the supply of goods (i.e., at the quantity they set, the
Manipulation of Supply When firms in an oligopoly industry agree to limit their production so that prices rise to levels higher than those that would result from free competition.

Market Allocation Sometimes called “market division,” market allocation occurs when companies in an oligopoly divide up the market among themselves and agree to sell only to customers in their part of the market.

Bid Rigging Large buyers, especially government buyers, who need to purchase a product or service often ask companies to submit secret bids which will indicate the quality of the product or service they are offering to sell and the price at which they will sell that product or service to the buyer. The buyer then chooses the seller that offers the best combination of quality and price. Bid rigging occurs when managers in an oligopoly market agree in advance which of them will submit the best or winning bid. The others may then not bid at all, or they may submit bids that they know are too high or that contain conditions they know the buyer will not accept. The sellers take turns offering the winning bid, or they may agree beforehand that whoever wins the bid will give each of the others a share of the buyer’s business. Bid rigging, like price-fixing, eliminates competition. Because only one company will offer the buyer a satisfactory bid, the buyer unknowingly faces a monopoly and will get unfairly overcharged, while the companies can stop working at lowering their costs or innovating in quality.

Exclusive Dealing Arrangements A firm institutes an exclusive dealing arrangement when it sells to a retailer on condition that the retailer will not purchase any products from competitors and/or will not sell outside of a certain geographical area. For several years, for instance, American Can Company would lease its can-closing machines (at low prices) only to those customers who agreed not to purchase any cans from Continental Can Company, its major competitor. Exclusive dealing arrangements tend to remove price competition between retailers who are selling the company’s products, and to this extent they reduce competition. However, sometimes an exclusive dealing arrangement may give retailers an incentive to become more aggressive in selling the products of the company with which they have the exclusive dealing arrangement. In such cases, an exclusive dealing arrangement may actually increase competition between retailers selling the products of different companies. For this reason, managers who require their buyers to enter exclusive dealing arrangements must carefully examine their actions and determine whether their overall effect is to dampen or promote competition.
Tying Arrangements  A firm enters into a tying arrangement when it sells a buyer a certain good only on condition that the buyer agrees to purchase a certain other good from the firm. Eastman Kodak Company, for example, makes photocopy machines and sells replacement parts to repair its machines. Kodak also sells repair services for its machines. When Kodak first began selling its photocopy machines, several small businesses stepped forward and began offering repair services for Kodak machines, often for less than Kodak charged for the same repair services. So Kodak announced it would sell replacement parts only to those customers who also purchased their repair services from Kodak. Since other repair companies could not repair Kodak machines without the replacement parts, Kodak was able to effectively shut them out of the market even when they charged less for their services. Image Technical Services, Inc., and several other competing repair companies, sued Kodak for “tying” its services to its replacement parts. Image Technical Services won the case because, the Court said, Kodak’s monopoly of the supply of replacement parts gave it enough monopoly power to force buyers to also buy its repair services and to shut out other sellers of repair services, and this was an abuse of its market power. In effect, Kodak was using the monopoly it had in one market (the market for repair parts for its machines) to create a monopoly in another market (the market for repair services for its machines) and thereby, eliminate competition in two markets.

Retail Price Maintenance Agreements  If a manufacturer sells to retailers only on condition that they agree to charge a certain set retail price for its goods, it is engaged in “retail price maintenance.” Until 2007, retail price maintenance was automatically judged to be an illegal anticompetitive practice because it forces retailers to stop competing on price. In 2007, however, the U.S. Supreme Court, in the case of Leegin Creative Leather Products, Inc. v. PSKS, Inc., pointed out that retail price maintenance is not always anticompetitive. It is possible, the Supreme Court held, that by forcing retailers to maintain a certain price for its products, a manufacturer could, in some circumstances, actually increase competition. For example, forcing retailers to sell a product at a premium price may give retailers enough funds to provide extra services, and these extra services may make the product more competitive than the products of other sellers. Many economists, however, have disagreed with the Supreme Court and continue to hold that retail price maintenance generally reduces competition between retailers and removes from the manufacturer the competitive pressure to lower prices and cut costs.

Predatory Price Discrimination  When a seller charges different prices to different buyers for identical products with identical costs, the seller is engaged in price discrimination. Price discrimination becomes predatory price discrimination when it is directed at destroying a competitor, particularly when a company tries to eliminate a competitor by selling the product in the competitor’s market (but not in other markets) for less than it cost to make it. Predatory price discrimination was used by Continental Baking Company, the “predator,” against Utah Pie Company, its “prey.” Continental Baking Company operated in Salt Lake City, Utah when it tried to drive out Utah Pie Company, a competitor that had entered the market and managed to take away much of the Salt Lake City business of Continental Baking Company. Continental retaliated by selling its pies to Salt Lake City stores for less than the cost of making the pies, and at prices that were much lower than those it sold to stores in other areas, all in an attempt to undercut Utah Pie Company’s sales and run it out of business. The predator, in short, was selectively cutting its prices only in the areas where its prey was operating precisely in order to drive it out of the market and thereby, create a local monopoly for itself. Although Continental sold
its pies at a loss it planned to make up for the loss by raising prices when Utah Pie Company was gone. The Supreme Court ruled that price discrimination is “unfair” and illegal when its effect is “substantially to lessen competition or tends to create a monopoly in any line of commerce.” In addition, Continental’s below-cost pricing was “predatory” since it was intended to drive a competitor out of business. Price discrimination aimed at reducing competition or creating a monopoly by driving competitors out of business, particularly with below-cost prices, said the Court, is wrong unless the price differences are based on real differences in the company’s costs of manufacturing, packaging, marketing, transporting, or servicing goods, or when the company is merely trying to match the lower prices of other competitors in the market.

One of the most vicious examples of predatory pricing occurred in the late nineteenth century when John D. Rockefeller monopolized 91 percent of the oil refining industry by selectively cutting his prices in the local markets of his competitors, driving them into bankruptcy, and then buying them out. In 1911 the U.S Supreme Court ruled that “unfair methods of competition, such as local price cutting . . . to suppress competition” were illegal and broke up his “Oil Trust” into 34 separate companies. Rockefeller’s contemporary, James Buchanan Duke, also used predatory pricing to force 250 tobacco companies to become part of his “Tobacco Trust” and it too was broken up in 1911.

Bribery Many a company has secretly bribed government officials so they will purchase goods from the company and not its competitors. From 2001 to 2007, for example, Siemens Corporation paid $1.4 billion in bribes to government officials in Venezuela, China, Russia, Argentina, Nigeria, and Israel, to get them to purchase Siemens equipment instead of buying from competitors. The U.S. Foreign Corrupt Practices Act (FCPA) makes it a crime for a company operating in the U.S. to bribe foreign government officials to make a sale. Because of the FCPA and a similar German law, Siemens paid more than $2.6 billion in fines.

When a company bribes government officials to make a sale, the market is no longer competitive since the company no longer has to compete with other sellers. Instead, the bribe shuts competitors out of the market and serves as a barrier to entry. The bribing company becomes a monopoly seller and can engage in the unfairness and inefficiencies characteristic of monopolies: monopoly prices and shoddy quality. Moreover, the briber induces the government official to violate his moral obligation to act in his country’s best interests. Government officials themselves, however, sometimes demand or “extort” a bribe from companies or threaten to harm a company unless it pays a bribe. Such extortion may mitigate a company’s moral responsibility, but paying the bribe will still violate the FCPA. The FCPA, however, allows payment of “petty” bribes to low-level officials (like customs officials) who demand a bribe just to do their jobs.

Incentives, Opportunities, and Rationalizations We have looked at several ways in which managers and employees can inflict serious injuries on society by trying to reduce or eliminate the competition they face. Instead of competing honestly by working to lower their costs or improve the quality of their products and services, they try to establish, maintain, or expand a monopolistic market position. But why do managers do this when they risk going to jail and destroying their own careers and families? Under what conditions do employees or managers decide to engage in such wrongful behaviors? The sociologist Donald Cressey has argued that employees and managers tend to engage in “white collar” crimes such as price-fixing, when the “fraud triangle” is present: (1) they are pressured or have strong incentives to engage
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- Bid rigging
- Exclusive dealing arrangements
- Tying arrangements
- Retail price maintenance agreements
- Predatory price discrimination.
in the wrongdoing, (2) they see an opportunity to do it, and (3) they can rationalize their actions. Pressures and incentives for fraud can consist of organizational pressures to achieve objectives, pressures from peers, deteriorating business or market conditions, or more personal incentives such as medical bills, paying for an addiction, financial problems, or even simply greed. Opportunities arise when a person (a) has the ability to carry out the crime, (b) is presented with circumstances that allow the crime to be carried out, and (c) the risk of detection is low. Rationalizations are the countless ways of framing or thinking about one’s action so that it seems morally justified to oneself and/or others. For example, a wrongdoer may see his participation in a fraud as an attempt to help his company, or an attempt to get a “fair” profit from his customers, or the wrongdoers may see financial fraud as “what everyone does,” as “borrowing” money he or she will pay back, or as something he or she “deserves,” or what “they” deserve, or something he or she will do “just this once.”

In a detailed study of employees whose companies had been implicated in price-fixing arrangements, researchers Sonnenfeld and Lawrence found several industry and organizational factors that tended to lead individuals into price-fixing. In terms of the “fraud triangle” some of the most important of the factors that tend to lead to price-fixing are:

**Incentives and Pressures:**

1. A Crowded and Mature Market Mature industries are sometimes subject to oversupply because demand begins to fall or companies all increase production at the same time, or many new companies come into the market. As prices fall and revenues decline, middle managers can feel pressured to do something to halt their losses and may respond by allowing, encouraging, and even ordering their sales teams to engage in price-fixing. (2) Undifferentiated Products In some industries, the products of each company are so similar to those of the other companies in the industry that the companies have no choice but to compete on price alone. This can lead to periodic price wars or a continuous slide in prices that makes salespeople feel that the only way to keep prices from collapsing and to protect themselves and their jobs is by getting together with the salespeople of competitor companies and forging an agreement to fix prices. (3) Personnel Practices In some companies, managers are evaluated and rewarded solely or primarily on the basis of revenues and sales volume, so that bonuses, commissions, advancement, and other rewards are dependent on achieving these objectives. Such incentive systems send the message that the company demands they achieve these objectives any way they can, thereby making managers feel pressured to take any means, including price fixing, to achieve their objectives.

**Opportunities:**

1. The Job-Order Nature of the Business In some industries, job orders are customized so salespeople are allowed to price their orders individually and are not closely monitored. When salespeople have the opportunity to make pricing decisions on their own with little oversight, they are more likely to start meeting with the salespeople of competitors and making agreements to fix their prices. (2) Decentralized Pricing Decisions Some organizations are so decentralized that pricing decisions are put into the hands of the lower divisions of the organization, and each division is allowed to operate more or less on its own. In such cases, price-fixing is more likely to happen at the divisional level particularly when such decisions are not monitored and the division is pressured to perform in a declining market. (3) Industry or Trade Associations Most industries have organized associations where the managers of the companies in the industry can meet and discuss common issues and problems. If salespeople are allowed to meet with the salespeople of competitors in trade association meetings,
they are likely to talk about pricing and then are free to engage in price-setting arrangements with their counterparts in competing firms.

**Rationalizations:**

1. **Inactive Corporate Legal or H.R. Staff**
   When legal departments or human resource departments fail to provide guidance to sales staff until after a problem has occurred, sales staff may not understand that price-fixing is a seriously illegitimate sales activity. Sales staff may then believe that there is nothing inappropriate about meeting with competitors and making price-fixing agreements.

2. **Organizational Culture of the Business**
   Some companies have freewheeling cultures where wrongdoing is condoned and goes unpunished so long as bottom line objectives are met. Top management may provide a poor example of integrity, codes of ethics may serve as mere window dressing, sanctions for wrongdoing may be lacking, and corporate audits as well as performance appraisals may look only at purely economic measures. In such organizations, salespeople can be socialized into believing that price-fixing is a common and harmless practice that is desired, condoned, accepted, and even encouraged by the organization.

The failure of top managers to deal with these industry and organizational factors can put significant pressures on individuals who are otherwise striving to do what is best for a company. One chief executive officer describes the pressures that an irresponsible management can place on young new salespeople:

> I think we are particularly vulnerable where we have a salesman with two kids, plenty of financial demands, and a concern over the security of his job. There is a certain amount of looseness to a new set of rules. He may accept questionable practices feeling that he may just not know the system. There are no specific procedures for him to follow other than what other salesmen tell him. At the same time, he is in an industry where the acceptance for his product and the level of profitability are clearly dropping. Finally, we add to his pressures by letting him know who will take his job from him if he doesn’t get good price and volume levels. I guess this will bring a lot of soul-searching out of an individual.\(^{36}\)

**Tacit Agreements**

Although most of the forms of explicit market agreements enumerated above are illegal, price-setting in oligopolies is more often accomplished through some unspoken form of cooperation against which it is difficult to legislate. How does this take place? The managers of the major firms in an oligopoly can learn by hard experience that competition is not in their personal financial interests. Price-cutting competition, they find, will only lead to minimal profits. The firms in an oligopoly, therefore, may each come to the conclusion that cooperation is in the best interests of all. Each firm may then reach the independent conclusion that they will all benefit if, when one major firm raises its prices, all other firms set their prices at the same high levels. Through this process of “price-setting,” all the major firms will retain their share of the market and they will all gain by the higher price. Since the 1930s, for example, the major tobacco companies have charged identical list prices for cigarettes. When one company decides it has a reason to raise or lower its cigarette prices, the other companies will always follow suit within a short period of time. The officials of these companies, however, have made no explicit agreement to act in concert; without ever having talked the matter over among themselves, each realizes that all will benefit so long as they continue to act in a unified fashion. In 1945, incidentally, the U.S. Supreme Court found the dominant cigarette companies guilty of tacit collusion, but the companies reverted to identical pricing after the case was settled.
To coordinate their prices, some oligopoly industries will recognize one firm as the industry’s “price leader.” Each firm will tacitly agree to set its prices at the levels announced by the price leader, knowing that all other firms will also follow its price leadership. Because each oligopolist knows it will not have to compete with another firm’s lower prices, it is not forced to reduce its margin of profit to the levels to which open competition would reduce them. There need be no overt collusion involved in this form of price-setting, only an unspoken understanding that all firms will follow the price leadership of the dominant firm and will not engage in the price-lowering tactics of competition.

Whether prices in an oligopoly market are set by explicit agreements or implicit understandings, it is clear that social utility declines to the extent that prices are artificially raised above the levels that would be set by a perfectly competitive market. Consumers must pay the unjust prices of the oligopolists, resources are no longer efficiently allocated and used, and the freedom of both consumers and potential competitors diminishes.

### 4 Oligopolies and Public Policy

Oligopolies are not a modern phenomenon. Toward the end of the nineteenth century, as we suggested above, many businessmen began using anticompetitive practices to force competitors to sell out to them, eventually creating gigantic “trusts” that would then monopolize their markets, raise prices for consumers, cut prices for their suppliers such as farmers, and continually terrorize their remaining competitors with predatory pricing. Business people created trusts in the sugar, salt, whiskey, tobacco, and cottonseed oil industries. Earlier, competing railroads had been consolidated into huge enterprises by the so-called Robber Barons—Andrew Carnegie, Jay Gould, J. P. Morgan, and John D. Rockefeller. These gigantic trusts elicited the public’s fear, suspicion, and hatred. Newspaper editorials and politicians railed against the unscrupulous ruthlessness with which the trusts ground down their competitors, monopolized crucial industries, and bullied the farmers who supplied them with raw materials. Intellectuals argued that the concentrated power of the trusts was dangerous and would give these businesses unfair political influence.

The rise of the trusts coincided with the Progressive movement, a political reform movement directed against big business abuses of power with the avowed aim of “busting” up the trusts. Responding to this movement, particularly the lobbying of struggling small farmers, the U.S. Congress in 1887 passed the Interstate Commerce Act to regulate the large railroad companies. Then, in 1890, Congress passed what was to become the most important single piece of antitrust legislation, the Sherman Antitrust Act. The two key sections of the act read:

- **Section 1:** Every contract, combination . . . , or conspiracy, in restraint of trade or commerce among the several States, or with foreign nations, is hereby declared illegal . . .

- **Section 2:** Every person who shall monopolize, or attempt to monopolize, or combine or conspire with any other person or persons to monopolize any part of the trade or commerce among the several States, or with foreign nations, shall be deemed guilty of a felony . . .

In the two decades following passage of the Sherman Antitrust Act, little was done to enforce it. But in 1908, the federal government filed suit against the Tobacco

---

**price leader** The firm recognized as the industry leader in oligopoly industries for the purpose of setting prices based on levels announced by that firm.

**a trust** An alliance of previously competitive oligopolists formed to take advantage of monopoly powers.

**Sherman Antitrust Act** Federal law passed in 1890 that prohibits competitors from getting together to reduce competition or using monopoly power to keep or expand a monopoly.
Trust, claiming that its ruthless tactics against competitors had violated the Sherman Antitrust Act. In a May, 1911 decision, the Supreme Court agreed and ordered the Tobacco Trust to be broken up into 15 separate companies. Encouraged by the victory, the “trust busters” in government went on to successfully prosecute Standard Oil, DuPont, and other large trusts. The U.S. Supreme Court, in fact, went so far as to say that the Sherman Antitrust Act was “the Magna Carta of free enterprise, ... as important to the preservation of economic freedom and our free-enterprise system as the Bill of Rights is to the protection of our fundamental personal freedoms.”

Since 1911, Section 1 of the Sherman Antitrust Act has been interpreted as prohibiting competing companies from making agreements to fix prices, to divide up territories or customers, or to restrict the quantity of goods they bring to market. Section 2 has been interpreted as prohibiting a company that already holds a monopoly from using its monopoly power to maintain its monopoly or to extend its monopoly into other markets. Thus, the Sherman Antitrust Act does not prohibit a company from acquiring a monopoly through legitimate business dealings (like having a better product, a shrewd strategy, or sheer luck). However, if a company that acquires a monopoly then tries to use its monopoly power to acquire a new monopoly, or to maintain its current monopoly, it is “guilty of a felony.” In 1911, the U.S. Supreme Court ruled that although some agreements between competitors could be “reasonable” and legal if it “promotes competition,” nevertheless, certain agreements (including agreements to fix prices or quantities) were so inherently (“per se”) anticompetitive that they were always illegal.

The antitrust laws were expanded in 1914 by the Clayton Act, which prohibits price discrimination, exclusive dealing contracts, tying arrangements, and mergers between companies “where the effect may be to substantially lessen competition.” This latter section of the Clayton Act also gives the federal government the power to prohibit two companies from merging if the government believes that their merger will “substantially lessen competition.”

But although the United States has a long history of antitrust legislation, there is still a great deal of debate concerning what government should do about the power of oligopolies or monopolies. Some have argued that the economic power held by oligopoly corporations is actually quite small and insufficient to affect society, whereas others have claimed that it dominates modern economies, and still others have argued that several social factors inhibit the use of this power. These differences have given rise to three main views on oligopoly power.

The Do-Nothing View

Some economists hold that nothing should be done about the economic power held by oligopoly corporations because the power of large oligopoly corporations is actually not as large as it may first appear. Several arguments have been given to support this claim. First, it is argued that although competition within industries has declined, it has been replaced by competition between industries with substitutable products. The steel industry, for example, is now in competition with the aluminum and cement industries. Consequently, although there may be a high degree of market concentration in a single industry like steel, a high level of competition is still maintained by its relation to other competing industries.

Second, as the economist John Kenneth Galbraith once argued, the economic power of any large corporation may be balanced and restrained by the “countervailing power” of other large corporate groups in society. Government and unions, for
example, both restrain the power of big businesses. Although a business corporation may have a large share of an industrial market, it is faced by buyers that are equally large and equally powerful. A large steel company, for example, must sell to equally large automobile companies. This balance of power between large corporate groups, Galbraith claims, effectively reduces the economic power any single corporate giant can exert.

Other economists have very different reasons for urging that we should not worry about the economic power of large oligopoly corporations. The so-called Chicago School of antitrust has argued that markets are economically efficient even when there are as few as three significant rivals in a market.\(^{31}\) Although government should prohibit outright price-fixing and mergers that create a single-company monopoly, it should not become involved in trying to break down oligopolies that are providing consumers with products they freely choose to buy and that are, therefore, efficiently using economic resources to improve consumer welfare.\(^{42}\)

Finally, yet others have argued that big is good particularly in light of the globalization of business that has taken place during recent decades. If U.S. companies are to compete with large foreign companies, they must be able to achieve the same economies of scale that are achievable by large foreign companies. Economies of scale are reductions in the cost of producing goods that result when larger quantities of goods are produced using the same fixed resources, such as the same machines, marketing programs, group of managers, or employees. If a company can make and sell larger quantities of products, it can spread these “fixed costs” over more units, thus reducing the cost of each unit and allowing it to sell its goods at lower prices. Thus, by expanding, companies are able to reduce their prices and thus compete more effectively against similarly large foreign companies. Although research suggests that in most industries expansion beyond a certain point will not lower costs but will instead increase costs, nevertheless many people continue to urge the big is good argument.\(^{43}\)

The Antitrust View

The oldest view about the economic power oligopolies and monopolies possess is the view that lay behind the actions of the “trust busters” at the end of the nineteenth century. Like the trust busters, many contemporary economists and antitrust lawyers are suspicious of the economic power exerted by oligopoly corporations. They argue that prices and profits in concentrated industries are higher than they should be and that monopolists and oligopolists use unfair tactics against their competitors and suppliers. The solution, they argue, is to reinstate competitive pressures by forcing the large companies to divest themselves of their holdings, thereby breaking them up into smaller firms.

Clearly, the antitrust view is based on a number of assumptions. J. Fred Weston has summarized the basic propositions on which this traditional view is based:

1. If an industry is not atomistic with many small competitors, there is likely to be administrative discretion over prices.
2. Concentration results in recognized interdependence among companies, with no price competition in concentrated industries.
3. Concentration is due mostly to mergers because the most efficient scale of operation is not more than 3 to 5 percent of the industry. A high degree of concentration is unnecessary.
4. There is a positive correlation between concentration and profitability that gives evidence of monopoly power in concentrated industries—the ability to elevate prices and the persistence of high profits. Entry does not take place to eliminate excessive profits.

5. Concentration is aggravated by product differentiation and advertising. Advertising is correlated with higher profits.

6. There is oligopolistic coordination by signaling through press releases or other means.\textsuperscript{44}

On the basis of these assumptions, proponents of the antitrust view reach the conclusion that by breaking up large corporations into smaller units, higher levels of competition will emerge in those industries that are currently highly concentrated. The result is a decrease in explicit and tacit collusion, lower prices for consumers, greater innovation, and the increased development of cost-cutting technologies that will benefit us all.

**The Regulation View**

A third group of observers holds that oligopoly corporations should not be broken up because their large size has beneficial consequences that would be lost if they were forced to decentralize.\textsuperscript{45} In particular, they argue, mass production and mass distribution of goods can be carried out only by using the highly centralized accumulation of assets and personnel that the large corporation makes possible. Moreover, the concentration of assets allows large firms to take advantage of the economies made possible by large-scale production in large plants. These savings are passed on to consumers in the form of cheaper and more plentiful products.

Although firms should not be broken up, it does not follow that they should not be regulated. According to this third view, concentration gives large firms an economic power that allows them to fix prices and engage in other forms of behavior that are not in the public interest. To ensure that consumers are not harmed by large firms, regulatory agencies and legislation should be set up to restrain and control the activities of large corporations.

Some observers, in fact, advocate that where large firms cannot be effectively controlled by the usual forms of regulation, then regulation should take the form of nationalization. That is, the government should take over the operation of firms in those industries\textsuperscript{46} where only public ownership can ensure that firms operate in the public interest. Other advocates of regulation, however, argue that nationalization is not in the public interest. Public ownership of firms, they claim, is socialistic and inevitably leads to the creation of unresponsive and inefficient bureaucracies. Moreover, publicly owned enterprises are not subject to competitive market pressures, and this results in higher prices and higher costs.

Which of these three views is correct: the do-nothing view, the antitrust view, or the regulation view? Readers will have to decide this issue for themselves because at the moment there does not appear to be sufficient evidence to answer this question unequivocally. Whichever of these three views readers may find most persuasive, it is clear that the social benefits generated by free markets cannot be secured unless the managers of firms maintain competitive market relationships among themselves. The ethical rules prohibiting collusion are meant to ensure that markets are structured competitively. These rules may be voluntarily followed or legally enforced. They are justified insofar as society is justified in pursuing the utilitarian benefits, justice, and rights to negative freedom that free competitive markets can secure.
Oracle Corporation makes extremely complicated and large customized software programs that can support thousands of simultaneous users and that are capable of administering the personnel records and financial records of very large businesses (called “enterprise software”). Peoplesoft and SAP were the only two other major competitors making such massive enterprise software. Oracle held 18 percent of the market in customized software capable of handling the personnel records of very large businesses, SAP held 29 percent, and Peoplesoft held 51.5 percent. Moreover, Oracle held 17 percent, SAP held 39 percent, and Peoplesoft held 31 percent of the market for customized software capable of managing the financial records of very large businesses. On June 6, 2003, Oracle attempted a hostile takeover of Peoplesoft by offering to buy Peoplesoft’s shares for $5.1 billion, or $16 a share. Peoplesoft’s board of directors rejected Oracle’s offer, and on June 18 Oracle raised its bid to $6.3 billion, or $19.50 per share, and then on February 4, 2004, raised its offer to $9.4 billion, or $26 per share. Peoplesoft stock was then selling for $22 a share and its board rejected the new offer. Peoplesoft also passed a “poison pill” provision by promising customers cash refunds of up to 5 times what they paid for their software if Peoplesoft is taken over by another company.

On February 26, 2004, the U.S. Department of Justice (DOJ) sued to block Oracle’s bid, claiming the takeover would reduce the market’s competitors from three to two and “such a reduction in competition is likely to result in higher prices, less innovation, and decreased support” for large business customers. Oracle challenged the government’s definition of the “enterprise software market” as too narrow and asserted that if the market was defined as the market for all “business software,” then there were many dozens of companies competing in the market and not just three. Moreover, Oracle claimed, large companies like Microsoft planned to enter the enterprise software market, and anyway, large customers could negotiate low prices even when there were only two competing sellers in a market. On September 9, 2004, the Court ruled in Oracle’s favor against the DOJ, and Oracle shortly acquired Peoplesoft.

1. Does an Oracle takeover of Peoplesoft leave the market too concentrated?
2. Do large companies do more good than bad?

Oracle and Peoplesoft

Questions for Review and Discussion

1. Define the following concepts: perfect competition, demand curve, supply curve, equilibrium point, monopoly competition, oligopolistic competition, price-fixing, manipulation of supply, market allocation, bid rigging, exclusive dealing arrangements, tying arrangements, retail price maintenance agreements, price discrimination, price-setting, price leadership, the fraud triangle, countervailing power, do-nothing view on oligopoly power, antitrust view on oligopoly power, regulation view on oligopoly power.
2. “From an ethical point of view, big business is always bad business.” Discuss the pros and cons of this statement.
3. What kind of public policy do you think the United States should have with respect to business competition? Develop moral arguments to support your answer.
4. In your judgment, should a U.S. company operating in a foreign country in which collusive price-fixing is not illegal obey the U.S. laws against collusion? Explain your answer.

Web Resources

Readers who want to conduct research on the market issues in this chapter through the Internet might want to start with the American Antitrust Institute, which provides cases, articles, and links on price-fixing, mergers, vertical price restraints, and so on at their web site (http://www.antitrustinstitute.org). Also excellent is Oligopoly Watch, which provides a continually updated web site with current information on price-fixing activity, mergers, and so on (http://www.oligopolywatch.com). The Federal Trade Commission (FTC) provides access to its antitrust decisions and proceedings (http://www.ftc.gov), and the U.S. Justice Department does the same (http://www.usdoj.gov/atr/index.html). Additional links and important legal cases relating to all these issues can be found through the excellently organized and copious resources of Hieros Gamos (http://hg.org/antitrust.html), or through the American Bar Association (http://www.abanet.org/antitrust).

CASES

Intel’s “Rebates” and Other Ways It “Helped” Customers

On November 12, 2009, Intel Corp. gave Advanced Micro Devices (AMD) $1.25 billion to settle a lawsuit AMD filed against it in 2005. Intel’s CEO Paul Otellini said he agreed to pay $1.25 billion to settle AMD’s lawsuit because he no longer felt the “time and money [spent fighting it] makes sense.” AMD’s lawsuit accused Intel of being a monopoly and of using its monopoly power to unfairly keep computer companies from buying AMD’s microprocessors. With about 70 percent of the market, Intel Corp. is the world’s largest manufacturer of personal computer (PC) “microprocessors”—also called “computer chips,” “microchips,” or “processors”—tiny electronic devices that serve as the “brain” of a personal computer and carries out its basic operations. As the world’s second largest maker of PC microprocessors, AMD is Intel’s only real competitor, although it holds only about 20 percent of the PC processor market. It is difficult for other companies to get into the business of making PC microprocessors because of several “barriers to entry.” First, Intel and AMD hold the patents for making the kind of microprocessors almost all personal computers use. Second, it costs several billion dollars to build facilities for making microprocessors. Third, Intel and AMD are so big and experienced that they can now make microprocessors for a lot less than a new company could, so if a new company tried to enter the market its prices would likely not be competitive with Intel’s or AMD’s.

AMD was not the only one that had accused Intel of using monopoly power to stifle competition. On May 5, 2009, the European Commission fined Intel a record $1.5 billion and said the company had used its monopoly power to unfairly block AMD from the market. On November 4, 2009, New York Attorney General Andrew Cuomo sued Intel for harming New York’s consumers by using its monopoly power to keep computer makers from buying better AMD microprocessors. In June, 2008, South Korea’s Fair Trade Commission ruled that Intel had used its monopoly power in violation of its antitrust laws. In 2005, Japan’s Fair Trade Commission ruled that Intel had violated Japanese antitrust laws by paying companies to buy all or almost all of their processors exclusively from Intel.
Many of the activities Intel was being blamed for originated in a strategic mistake the company made in the late 1990s when it invested hundreds of millions of dollars developing a new type of microprocessor that would not use “x86 technology.” x86 technology consists of certain instructions that are built into so-called “x86 microprocessors.” All microprocessors must contain “instructions” that allow them to “read” and run software programs like games, word-processors, or web browsers. Because all x86 microprocessors contain the same instructions, the newest x86 microprocessors can generally read and use the same data and programs that ran on older x86 microprocessors. This means that when a consumer who has been using a computer with an x86 processor buys a new computer with a more advanced x86 microprocessor, he or she does not have to throw away all his or her old programs and data because they will still work on the new computer.

This ability of each new generation of x86 microprocessors to run most of the programs that previous generations of x86 microprocessors could run is a major advantage for both consumers and businesses alike. However, from Intel’s perspective, x86 microprocessors have a major disadvantage: AMD can legally make x86 microprocessors so Intel is forced to compete with AMD. Intel’s biggest nightmare was that AMD someday might come up with an x86 microprocessor that was faster and more powerful than any of Intel’s and then take over the market.

So when it invested in a new generation of microprocessors in the 1990s, Intel decided to develop and patent a microprocessor that did not use x86 technology. Since Intel alone would hold the patent for this new non-x86 processor, AMD would be legally barred from making it. With luck, Intel might eventually have the entire pc processor market to itself.

Intel called its new pc processor the “Itanium” and it was faster and more powerful than all previous generations of pc processors, but there was a problem. Since the Itanium processor did not use x86 technology, all software designed to run on current and older x86 processors would not work on the new Itanium unless the user first ran an “emulation” program that, in effect, forced the Itanium to imitate an x86 processor. But the emulation program slowed down the programs designed for x86 processors, sometimes to a frustrating crawl. This meant that when a consumer or business bought a new computer with the Itanium processor inside, its current software and data would not work at all on the new computer. This was a major deterrent for buyers.

AMD had also developed a more advanced generation of PC processors during the 1990s. But AMD decided to stick with the x86 technology so its new processor could run software designed for x86 processors without using an emulation program. AMD called its new processor the Athlon. Since the Athlon was not slowed down by an emulation program when it ran x86 programs, all x86 programs ran extremely fast and smoothly on computers equipped with AMD’s new processor. Not only could AMD’s Athlon run x86 programs much faster and better than Intel’s Itanium, it also used less electricity and AMD sold it for less than the Itanium. Intel’s worse nightmare had come true.

When AMD and Intel marketed their new microprocessors in 1999, reviewers and users raved about AMD’s fast and low-priced Athlon and heaped scorn on Intel’s clunky Itanium. PC manufacturers flocked to put AMD’s processor into their new computers and AMD’s market share grew from about 9 percent to about 25 percent of the PC processor market, while Intel’s fell from 90 percent to 74 percent.

But in 2003 and 2004, AMD’s sales hit a wall. Computer manufacturers suddenly refused to buy AMD’s processors. In 2002, Sony had put AMD’s Athlon into 23 percent of its computers; by 2004 it had stopped using the Athlon completely. NEC went from using the Athlon in 84 percent of its desktop computers, to using it in virtually none. Toshiba went from using it in 15 percent of its computers in 2000, to using it in none by 2001.3 Altogether, AMD’s share of the Japanese PC processor market fell from 25 percent in 2002 to 9 percent in 2004.

What had happened? Tom McCoy, AMD’s executive vice president for legal affairs, claimed in an article that the drop in orders for Athlon chips was “a matter of sheer exercise of monopoly power” by Intel.4 McCoy claimed that Intel paid the Japanese companies—Sony, NEC, and Toshiba—millions of dollars in “rebates” provided they stopped buying AMD’s microprocessors and used only Intel microprocessors inside their computers. But these payments, McCoy claimed, were not really rebates. A true rebate is a payment based on the number of products a customer purchases, and so are in effect discounts that are paid after the customer buys the product, unlike regular discounts which are subtracted from the price before the purchase. But the payments Intel was giving computer makers, McCoy asserted, were not related to the number of processors they bought. Instead, Intel handed over these payments when a company agreed to stop buying from AMD, regardless of the number of processors they subsequently purchased.

Moreover, McCoy wrote, Intel threatened companies by warning them that if they did not stop using AMD’s microprocessors, Intel might stop supplying them with any microprocessors at all. The threat was a powerful one because even if they used AMD’s microprocessors on some of their top-quality computers, every computer manufacturer still depended on Intel
for the microprocessors in all their other computers.\textsuperscript{4} Because of its small size, AMD could not provide the full range of microprocessors that the larger companies needed.

Convinced that Intel was using unfair and illegal means to block them out of the market, AMD sued Intel on June 27, 2005. Intel's general legal counsel, Bruce Sewell, responded to AMD's claims by arguing that the reason computer makers stopped buying AMD's microchips was because once they started using them in large numbers and running many different programs on them, they found AMD chips did not run the programs as fast as they had first appeared to. "When AMD has good parts, they do fine," said Bruce Sewell, "When AMD has lousy parts, they don't do so well. That's what a competitive market is all about."

Bruce Sewell also defended Intel's rebates. If it is not wrong, he said, for a small company to build loyal customers by giving them more rebates when they agree to use your products exclusively, why should it be wrong for a larger company to do the same? Moreover, rebates in effect lowered the price of its computer chips and what was wrong with that? Ultimately, didn't that benefit the consumer? And why was it so important to relate rebates to the number of units a customer buys? If Intel gave larger rebates to those companies that agreed to use its products exclusively, and smaller rebates to those companies that would not make the same commitment, what was wrong with that? Wasn't a company's agreement to use Intel as its exclusive supplier valuable to Intel and so shouldn't Intel be allowed to reward that company with larger rebates than the discounts it offered other companies?

Because the AMD lawsuit was complicated and required gathering and reviewing a great deal of documentary evidence, it had not still gone to trial by the end of 2009. By then, however, AMD's allegations had convinced several foreign governments—including the European Union, South Korea, and Japan—that they should investigate Intel and their investigations ended with substantial fines of Intel for violating antitrust laws.

The FTC also said that Intel had paid computer makers to boycott AMD's processors by giving them what Intel called "rebates" although these payments required only that a company agree not to buy AMD processors and were unrelated to the amount the company bought. The computer manufacturer Dell, Inc., was a good example of how Intel paid computer makers to boycott AMD. Intel had begun making significant quarterly "rebates" to computer manufacturer Dell, Inc. in 2001, and Dell at that time stopped using AMD's processors even though many of its customers said they wanted computers with AMD's processor.

Dell, which was founded in 1984 by its current CEO, Michael Dell, who was then a student at the University of Texas at Austin, began when he started selling computers out of his dorm room. By 2001, Dell had become the largest PC manufacturer in the world and held 13 percent of the worldwide PC market. The company finished 2001 with a net income of $2.24 billion, its largest so far.

In 2002, according to a Dell memo, Dell's chief operating officer (COO) met with several Intel officials. Before

software companies use "compilers" to convert their programs into a form that will run on particular kinds of computer chips. The compilers are provided by the companies that make the chips, in this case Intel and AMD, who are each supposed to provide compilers that will allow programs to run on both their processors. But in 2003, the FTC said, Intel changed its compilers so that programs compiled with Intel's compilers would run fine on Intel processors, but would run slowly or poorly on AMD's. Without their knowledge, when software companies used Intel's compilers to process one of their programs, Intel's compiler secretly inserted bugs into the program that slowed it when it ran on an AMD processor, but not on an Intel processor. Customers and reviewers blamed AMD's processor when their new programs did not run well on a computer that had an AMD chip inside.\textsuperscript{6}

The FTC also claimed that Intel had provided software companies with "libraries" of software code that were also designed to trip up programs when they ran on AMD microchips. The software code the FTC was talking about were short bits of software that carry out certain frequently used, but routine operations on x-86 processors. Software engineers insert these short bits of code into their programs instead of writing them out each time they need them. Intel provided software engineers with "libraries" consisting of dozens of these bits of code. However, the FTC claimed, Intel changed the software codes in its library so they would not work well on AMD processors. Consumers and reviewers again blamed AMD's chips when a program containing Intel's codes did not run well on a computer that used an AMD microchips.\textsuperscript{7}
the meeting, Dell’s lead negotiator had explained what he expected Intel’s officials would say to Dell’s COO: “without being blatant [Intel] will make it clear that Dell won’t get more [payments] if we do [use] AMD [processors]. We’ll get less and someone else will get ours.” During the meeting Intel officials said they were willing to do “whatever it takes” to get Dell not to use any AMD processors in its computers. According to the memo, Intel agreed at the meeting that its quarterly payments to Dell “should increase from the $70 million this quarter to $100 million.” But Dell had to continue to refuse to use AMD’s processors.  

It was not difficult for Intel to pay the hundreds of millions of dollars it was giving Dell. Intel had unusually high profit margins of 50 percent that allowed it to accumulate $10.3 billion of cash at the end of 2001, and by the end of 2005 it held $14.8 billion of cash. In a February, 2004 email, Michael Dell remarked on Intel’s profitability:

[Intel’s] profits in the 2nd half of 2001 were $1.397 billion on revenues of $13.528 billion. In the 2nd half of 2003 they were $4.885 billion on revenues of $16.574 billion. In other words their sales went up 22.5% and their profits went up 350%! Or said another way, their revenues went up $3.046 billion and their profits went up $3,488 billion!! Not even Microsoft can do that.  

Although many smaller companies started using ADM’s chips, Dell feared retaliation from Intel if it tried to do the same. In an email, a Dell executive noted that if “Dell joins the AMD exodus” the consequences would be costly for Dell. He noted that Intel’s CEO and Chairman “are prepared for jihad if Dell joins the AMD exodus. We will get ZERO [payments] for at least one quarter while Intel ‘investigates the details’—there’s no legal/moral/threatening means for us to apply and avoid this.”

Although Dell complained that its refusal to use ADM processors was hurting its sales, Intel kept Dell loyal, throughout 2004, by increasing its quarterly payments to $300 million per quarter, an amount equal to almost one third of Dell’s quarterly net income and apparently enough to compensate Dell for any sales declines.

But Dell continued to lose market share and its CEO, Michael Dell, became increasingly frustrated. On November 4, 2005, Intel’s CEO, Paul Otellini wrote an email saying that he had just received “one of the most emotional calls I have ever, ever had with [Michael Dell].” Otellini noted that “[Michael Dell] opened by saying ‘I am tired of losing business’… He repeated it 3-4 times. I said nothing and waited. [He said] he has been traveling around the USA. He feels they are losing all the high margin business to AMD-based [computers]. Dell is no longer seen as a thought leader.” A week later, Michael Dell sent an email to Otellini complaining that “We have lost the performance leadership and it’s seriously impacting our business in several areas.” Otellini responded to Dell’s complaints by pointing out how much Intel was paying Dell: “We are [now] transferring over $1 billion per year to Dell for its efforts. This was judged by your team to be more than sufficient to compensate for the competitive issue.” On November 25, Michael Dell wrote in an email to Otellini that “None of the current benchmarks and reviews say that Intel-based systems are better than AMD. We are losing the hearts, minds and wallets of our best customers.”

In spite of realizing that boycotting AMD’s processors was hurting its revenues, Dell remained so loyal to Intel that in February, 2006, Otellini joked that Dell’s CEO was “The best friend money can buy.” Intel continued to increase its payments to Dell through 2005 and 2006 until they reached a high of $805 million a quarter in early 2006, an amount equal to 104 percent of Dell’s net income per quarter that year.

But 2006 was the year Dell finally broke away from its agreement to not use AMD processors. That year it purchased Alienware, a computer manufacturer that made high-end gaming computers with AMD microprocessors. In April of that year Michael Dell sent an email to his top executives which said: “We have been looking at the situation for a long time, and have decided to introduce a broad range of AMD based systems into our product line to provide the choice our customers are asking for.” In the second quarter of the year, perhaps testing Intel’s reaction, Dell announced a single new line of high-end computers with AMD chips inside. That quarter its payments from Intel dropped to $554 million. The next quarter Dell announced additional lines of PCs with AMD processors inside and Intel paid it only $200 million.

Intel’s Board Chair told Intel’s CEO that the company should respond harshly to Dell’s actions: “I think you should reply in kind. Not a time for weakness on our part. Stop writing checks immediately and put them back on list prices [i.e., on prices with no discounts or rebates].” The next day Intel CEO Otellini instructed his people that “We should be prepared to remove all [payments] and related programs. Post haste … then we ought to enter negotiations.”

Now subject to Intel’s punishment, Dell received no more “rebates.” In 2007, Dell’s net income fell to $2.58 billion, down from $3.57 billion in 2006. The company recovered a bit in 2008 when it posted a net income of $2.95 billion, but then it began a downward
slide to $2.48 billion in 2009 and $1.43 billion in 2010. Between 2001 and 2006, Intel had pumped an estimated total of about $6 billion into Dell’s income figures. Because Dell had not reported that most of its profits during those years were cash it was receiving from Intel, the U.S. Securities and Exchange Commission (SEC) accused Dell and its officers of deceiving investors who had been told by the company that it’s high profits were due to its ultra-efficient management of its supply chain, its direct-sales strategy, its cost reduction initiatives, and the declining costs of computer parts.19 Dell had become one of the most admired companies in America because it was falsely assumed that its strong profits were due to the company’s management skills.

Intel pressured other big companies, like HP and IBM, into refusing to use AMD processors. Unlike Dell, HP and IBM did not agree to completely boycott AMD’s processors. In HP’s case, Intel got HP to agree to limit its purchases of AMD processors to 5 percent or less, and Intel agreed to give HP a “rebate” of $130 million, spread out over a year.19 IBM agreed to only use AMD processors in its “High Performance Computers.”

The FTC’s lawsuit against Intel never made it to court. On Wednesday, August 4, 2010, the FTC announced that without admitting guilt, Intel had agreed to settle the FTC’s antitrust lawsuit. In a press release the FTC wrote that under the settlement, “Intel will be prohibited from conditioning benefits to computer makers in exchange for their promise to buy chips from Intel exclusively or to refuse to buy chips from others; and [from] retaliating against computer makers if they do business with non-Intel suppliers by withholding benefits from them.” In addition, Intel was prohibited from using its compilers or its libraries of software code to inhibit the ability of programs to run on competitors’ microprocessors. Some observers argued that the restrictions of the settlement no longer mattered since Intel had once again taken the lead in the x86 processor market and AMD was again a trailing competitor. In the first quarter of 2006, according to CPU Benchmarks, AMD’s market share had climbed as high as 48 percent and Intel’s had fallen to 51 percent. But AMD’s share dropped after that and by 2011, Intel had 71 percent of the x86 microprocessor market while AMD was down to 25 percent.

Questions

1. In your judgment is Intel a “monopoly”? Did Intel use monopoly-like power; in other words, did Intel achieve its objectives by relying on power that it had due to its control of a large portion of the market? Explain your answers.
2. In your judgment, were Intel’s rebates ethical or unethical? Explain your answer.
3. Was it unethical for Intel to use its compilers and its libraries of software code in the way it did, or is this permissible for companies in a free market economy? Explain your answer.
4. Were Intel’s rebates unethical? Explain why or why not.
5. In your view, did Intel violate either of the two key sections of the Sherman Antitrust Act? Explain.

Notes

3. Ibid.
4. Ibid.
10. Ibid.
11. Ibid., paragraph 27.
12. Ibid., paragraph 105.
13. Ibid., paragraph 135.
15. Ibid., paragraph 137.
17. Ibid., paragraph 142.
20. Ibid., paragraph 211.
By 1995, Archer Daniels Midland Company (ADM) had become one of the world’s largest agricultural companies. ADM processes corn, wheat, soybeans, peanuts, and other oilseeds to make products used by the food, beverage, and chemical industries. Its global sales in 1994 were about $13 billion. Since 1966, the company had been headed by Dwayne Andreas, a hard-driving executive who pushed the company toward greater productivity and rapid expansion. Dwayne brought in his son, Michael D. Andreas, who became the company’s executive vice president of sales and marketing.

In early 1989, Dwayne and Michael Andreas decided that ADM should enter the lysine business. Lysine is an amino acid derived from corn that is used as an additive in animal feed because it promotes the growth of lean muscle. Because lysine is an undifferentiated commodity buyers are price-sensitive, a characteristic that is normally indicative of a highly competitive market. But Dwayne and his son had noticed that the world market in lysine was dominated by only three companies: Ajinomoto (a Japanese company), Kyowa (also Japanese), and Miwon (a Korean company). Cheil, a Korean company, had plans to enter the market by 1991. The fact that there were only a handful of players supplying the market attracted the two Andreas: the market looked more like a staid gentlemen’s club than an aggressive rivalry.

To manage ADM’s entry into the lysine business, Dwayne Andreas and his son, Michael, hired an extremely bright and energetic young man named Mark Whitacre. Whitacre would run ADM’s lysine business and would report to Michael Andreas. Only 32 years old, Whitacre had a B.S. and an M.S. in animal science from Ohio State University, had earned a Ph.D. in nutritional biochemistry at Cornell University, and had worked 5 years for Degussa, a German chemical company. Married to Ginger Gilbert, his girlfriend at the time, Whitacre moved to ADM and learned from Terry Wilson “how ADM does business.”

ADM started building its new $100 million lysine production plant in September, 1989 and finished in February, 1991, a surprisingly short period of 17 months. Capable of producing 250 million tons of lysine a year—enough to supply half of the annual worldwide demand—the new plant was the largest in the world. With the resources of ADM behind him, Whitacre could hire the best people from around the world to work for him in ADM’s new lysine business.

When Whitacre began selling lysine, it was selling for $1.30 a pound. ADM’s large new plant, however, brought a huge volume of new product into the market, and prices quickly began to fall. (See the Figure “Timeline of Meetings and Prices in Lysine Price-Fixing Case.”) Whitacre felt that in order to get customers to buy from a newcomer, he had to price his product below established competitors. But his tactic led to a disastrous and costly price war among the five companies in the industry:

!” ARM: was in fact losing about $7 million a month. Managers at all five lysine-producing companies—all of whom were also losing money—felt the devastating situation could not continue. Whitacre knew something had to change or his new career would be over just as it was starting. Then, he learned that ADM had a method of dealing with such situations. Terry Wilson, president of ADM’s Corn Processing Division, had developed the “method” and then introduced it to the managers at other divisions of ADM. Michael Andreas talked with Whitacre and asked him to go and learn from Terry Wilson “how ADM does business.”

It was during my first year or so at the company that I started hearing about price fixing at ADM—in four or five other divisions. People said it was fairly common. I didn’t see it, but I heard about it from people who were involved with it either directly or indirectly. . . . Around February 1992 … they told me that they wanted me to work closer with Terry Wilson. . . . I should look to Terry as a mentor, someone to teach me some things about how ADM does business. . . . When they told me that, I had a strong feeling about what they were getting at, about what was coming next. (Statement of Mark Whitacre)

Whitacre began discussing his problems with Terry Wilson and learned that the company had often had to deal with tight markets. Wilson proposed that he and Whitacre meet with top managers of the other four companies producing lysine. He would show Whitacre what to
do. A meeting was arranged, and on June, 1992, Wilson and Whitacre met in a Mexico City hotel with the managers of Ajinomoto and Kyowa, the two Japanese producers of lysine. Absent from the meeting were managers from the two Korean companies, Miwon and Cheil. Among them, however, ADM, Ajinomoto, and Kyowa controlled most of the world’s lysine market.

During the June, 1992 Mexico City meeting, Terry Wilson stood in front of a flip chart and asked the representatives of the companies how many million pounds of lysine each of them produced in a year in their plants. He wrote the quantities on the flip chart and added them together, including estimates for the two absent Korean companies. Wilson then turned the page over. He now asked the group for their estimates of how many million pounds of lysine were actually purchased each year in Europe, Latin America, Asia, and the United States. He wrote down these quantities and added them together on a second page. Finally, he compared the amounts on the two pages and pointed to “our problem”: The total amount they were producing was 25 percent more than the total amount of worldwide demand. Wilson next multiplied their estimate of worldwide demand by 60 cents, the current price of a pound of lysine. He also multiplied their estimate of worldwide demand by $1.30, the price the Japanese companies were maintaining before ADM had entered the market. The difference was $200 million. Wilson declared that $200 million was the amount that the five companies were giving away to their customers. This meant, he continued, that the benefits were going to their customers, not to the five competing companies who had each spent hundreds of millions of dollars building their plants. At ADM, Wilson said, “We believe the competitor is our friend and the customer is our enemy.” Whitacre was listening.

“We should be trusting,” Wilson added, “and have competitive friendliness” among the companies.

Whitacre joined the conversation when Wilson and the representatives of the two Japanese companies turned to discussing a “target” price at which the companies could agree to sell lysine “if we stop the competition.” The purpose of their meeting, it was noted, was to end the price war among them that had driven prices downward. Their aim could be achieved, however, only if all five companies agreed to sell lysine at the same price, without undercutting each other. The managers of the two Japanese companies volunteered to contact the two absent Korean companies and talk them into coming on board and joining their agreement. Toward the end of the meeting, the representative of Ajinomoto summed up the agreement: “if the discussions [with the Korean companies] go smoothly, we will aim for prices at the level of $1.05/lb for North America and Europe… by October, and $1.20/lb in December.” Terry Wilson suggested that to hide the real purpose of any future meetings, they should form a “trade association” that would meet periodically with a fake public agenda. This, he said, was how ADM had arranged secret price-fixing meetings for other commodities the company produced.

After the meeting, Whitacre and Wilson flew home. Over the next few days, Mark gradually raised his prices as they had agreed. So did the other four companies, including the Koreans, who had evidently been talked into joining the agreement. In the United States, the price of lysine rose to $1.05/lb by the end of the summer of 1992 (see Figure). For a while, Whitacre felt that the price wars had ended.

When Whitacre was contacted by managers of the four other lysine companies, he agreed they should all meet in Paris in October, 1992 to launch the newly formed
International Amino Acid Producers Association. They published a fake agenda stating that they would discuss animal rights and other environmental concerns. But they never discussed those topics. Instead, Whitacre and the other managers spent their meeting time congratulating themselves on the success of their earlier agreement and working to reach a new agreement on future prices for each region of the world where they sold lysine.

After the Paris meeting, however, Whitacre realized they still had a problem. Instead of rising, the price of lysine stayed at $1.05 through the end of 1992, and then began to gradually decline. The price fell through January, February, and March of 1993, and reached 70 cents by April (see Figure). In April, Whitacre met with Michael Andreas and Terry Wilson, and discussed scheduling an urgent meeting with the representatives of the other companies to talk about the deteriorating situation. Since Ajinomoto was the largest lysine producer, they decided to begin by meeting with officials of Ajinomoto. The meeting took place in Decatur and continued in Chicago. At the meeting, Andreas and Wilson explained to the Ajinomoto managers that the major problem with their price-fixing agreement was that the five companies had not agreed to limit their production quantity. In the absence of any quantity agreement “from the supply side,” each of the companies had tried to produce and sell as much lysine as it could. Together, they had flooded the market with more product than was being demanded, and so could not hold to their price agreements. The only way to bring “stability” to the market was by controlling volume on the supply side. Unless volume is controlled, Wilson noted, “prices go down.” The Ajinomoto representatives said they would think about it.

With prices still falling, Whitacre, Wilson, and the Ajinomoto officials again met—this time in Tokyo—on May 14, 1993 and they again discussed limiting the quantity they were producing in order to improve prices. At the meeting, Wilson explained that in other markets ADM had met with competitors and each competitor had agreed to sell only a specific quantity of the product to ensure that their cumulative supply did not outstrip demand. Once specific volumes are allocated to each company, he pointed out, there is no need to even monitor prices because “as long as the volume [of each company] turns out okay, if they want to sell [their assigned volume] for less money, that’s their business.” The Ajinomoto people were still hesitant.

Whitacre realized, moreover, that an agreement to limit the volume of lysine each company could sell would require an agreement with all four companies, not just Ajinomoto. He was feeling increasingly stressed because by now the price of lysine had dropped to 60 cents a pound, so that ADM as well as the other companies were losing money (see Figure). He talked by phone with the managers of the other companies and they agreed to meet on June 24, 1993 in Vancouver, Canada. But the meeting only frustrated Whitacre. Although they again reached an agreement on prices, the managers quarreled over accepting restrictions on the amount each could sell because “everybody wanted a bigger share.” Ajinomoto, especially, was still not willing to limit how much it could sell. They all agreed, however, to at least hold to their current levels of production and to raise their prices together to the newly agreed levels.

After the Vancouver meeting, Whitacre breathed a sigh of relief as he watched prices gradually move upward in tune with their agreement. The experience of the past several months, however, had convinced him that the companies would have to agree on a volume allocation if they were to hold the line on prices. On October 25, 1993, Andreas, Wilson, and Whitacre set up another meeting with officials of Ajinomoto in Irvine, California so they could again try to hammer out a volume agreement. The representatives of the two companies finally agreed that in 1994 each company would limit itself to selling the same quantity it had sold in 1993, plus a certain amount of the quantity by which they estimated the industry would grow in 1994. If they did not stick to this agreement to limit their volumes, Michael Andreas warned, then ADM would use its huge lysine capacity to again flood the market and drive down prices for everyone and “there becomes a free-for-all.” The next step was to bring the other companies into their volume agreement.

On December 8, 1993, representatives of ADM, Ajinomoto, Kyowa, and Miwon met in Tokyo; Cheil was not represented at the meeting. In Tokyo, the companies agreed on prices for the coming quarter. More importantly, they finally also agreed to a schedule indicating the amount of lysine (in tons) that each could sell in each region of the world. They also agreed on a method of ensuring that none of them would be tempted to sell more than they were allowed to sell: If a company sold more than its allocated share, then at the end of the year, it would have to make amends by buying that amount of lysine from another company that had sold less than its allocated share. Moreover, every month each company would send a report to an official at Ajinomoto indicating the amount of lysine it had sold the previous month. These reports would be audited and Ajinomoto would distribute the reports to the other companies.

A few months later, on March 10, 1994, the companies met in Hawaii where Cheil joined the group and also agreed to limit its sales volume to a specified amount. Now, at last all five companies had succeeded in reaching an agreement to set both their prices and their production volumes.

Whitacre and, sometimes, Wilson and Andreas, continued to meet once a quarter with top managers of Ajinomoto, Kyowa, Miwon, and Cheil for the rest of 1994 and through the first half of 1995. Lysine prices from December 1993 until April 1995 remained at about $1.20 per pound in accordance with the agreements the companies had hammered out (see Figure).

The agreement ended abruptly on June 27, 1995 when FBI officials raided the offices of ADM and questioned Michael Andreas at his home about price-fixing in the lysine market. Andreas said that it was impossible to fix prices
in the lysine industry and denied that ADM had ever exchanged price or production information with competitors. A few days later, however, the FBI revealed that in November, 1992, they had convinced Mark Whitacre to become an FBI informer. Subsequently, when Whitacre attended price-fixing meetings, he had carried hidden audio or video recorders that had recorded the discussions among the companies. All the conversations among Andreas, Wilson, Whitacre, and the managers of Ajinomoto, Kyowa, Miwon, and Cheil had been recorded on audio tapes, and some had even been videotaped.

A month later came another surprise. It was revealed that while Whitacre was recording the price-fixing discussions between ADM and the competitors, he had secretly been taking money from ADM. Altogether he had taken $2.5 million from the company, Whitacre claimed that this was a “bonus” and that the company often let its executives pay themselves such bonuses under the table to avoid taxes.

Based on the tapes that Whitacre turned over to the FBI, ADM was indicted as a company for price-fixing and fined $100 million. On July 9, 1999, Andreas and Wilson were each fined $350,000 and given 20-month prison sentences for price-fixing, a sentence the court reaffirmed on June 26, 2000. Whitacre, whose theft of money from ADM nullified the immunity agreement he had worked out with the FBI, was sentenced to 9 years in prison for embezzlement, plus 20 months for price-fixing and forced to return the money he took. The managers of the Korean and Japanese companies that participated in the price-fixing meetings were fined $75,000 each, but were granted immunity from serving time in prison in exchange for agreeing to testify against ADM and its executives. On July 6, 2000, the European Union fined ADM an additional $46 million for fixing lysine prices in Europe.

Mark Whitacre spent eight and a half years in federal prison and was released on December 2006. He was given what he calls “a second chance” when Cypress Systems, Inc., a California biotechnology company, agreed to hire him. He is now chief operating officer for the company. And he greatly regrets what he did. In a 2009 interview, Whitacre said:

I made some horrific decisions and broke some serious federal laws. In fact, ego and greed were behind many of these poorly made decisions. Others have said that ultimately the corporate culture of ADM played a primary role in my decision making at the time. Alas, not true. These were decisions of my own making. When trying to win so hard that truth and ethics do not matter anymore, then one is in a bad place in his or her life. That is exactly where I was in the early and mid-1990s. I cannot explain how I lost my way, but I did.6

Questions

1. According to the case, the ADM plant could produce “250 million tons of lysine a year—enough to supply half of the annual worldwide demand,” so the average worldwide demand for lysine was about 41.7 tons a month. Calculate how much the lysine companies were making each month their price-fixing scheme was actually working (i.e., when lysine was selling for $1.20 per pound). Next, based on the price lysine sold for when the price-fixing schemes broke down, estimate what you think the equilibrium price of lysine was during the period of the case. Calculate how much the lysine companies would have made each month if lysine had sold for the equilibrium price. Now calculate the difference between what the companies made each month their price-fixing scheme actually worked, and what they should have made each month if lysine had sold for the equilibrium price, in order to get the “monopoly profit” the companies made each month they successfully fixed prices. Finally, estimate the total number of months that you think the price-fixing scheme was actually working. In light of your estimate of the total number of months their price-fixing worked, what was the total amount of “monopoly profit” the companies took from their customers? Explain fully the ethics of extracting this monopoly profit from customers. Did the U.S. and European government fines fully recover the total amount of monopoly profits the companies made?

2. This chapter of your text cites a number of factors that cause companies to engage in price-fixing. Identify the factors that you think were present in the ADM case. Explain your answer and be specific.

3. In your view, was Mark Whitacre to blame (i.e., morally responsible) for what he did? Explain. Were any of the obstacles to moral behavior (see Chapter 1) operating in his situation? Explain. Do you agree with Whitacre’s own assessment that although “others have said that ultimately the corporate culture of ADM played a primary role in my decision making at the time” this is, “Alas, not true”?

4. Do you believe that in the end Mark Whitacre was treated justly? Explain.

Notes

3. Ibid.
4. Ibid.
5. The times and contents of the discussions at the various meetings described here and in what follows are based on the sources
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10. The reader may recall that one of the major criticisms leveled at the capitalist conception of justice is that it says people should be paid the exact value of the things they contribute, yet it gives no criterion for determining the “value” of a thing. Because different people place different values on things, this indeterminacy seems to make the capitalist conception of justice hopelessly vague: A price that is “just” in terms of the value one person places on a thing may be “unjust” in terms of the value another person places on that same thing. However, the values given to things by perfectly competitive markets are just from every participant’s point of view because at the point of equilibrium all participants (both buyers and sellers) place the same value on commodities and prices converge on this uniquely just value.
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Ethics and the Environment
What are the two main threats to the environment and how serious are they?

What ethical issues are raised by pollution from commercial and industrial enterprises?

What obligations, if any, do we have to conserve our resources?

Workers clean tarballs washing up on the beach of Waveland, Mississippi from the BP oil well that exploded in the Gulf of Mexico on April 20, 2010, killing 11 men and spilling 205 million gallons of oil onto wildlife habitats. The oil spill killed hundreds of sea turtles, thousands of birds and land animals, millions of sea organisms and cost BP $40 billion. The National Commission on the BP Oil Spill said the company had a history of oil spills and safety violations and to save money it had failed to take measures to reduce known risks.
Modern industry has provided us with a material prosperity unequaled in our history. It has also created unparalleled environmental threats to ourselves and to future generations. The very technology that has enabled us to manipulate and control nature has also polluted our environment and rapidly depleted our natural resources. According to the U.S. Environmental Protection Agency (EPA) emissions inventories, the United States in 2008 pumped more than 130 million tons of “common air pollutants” (such as smoke, lead, and carbon monoxide) into the air, in addition to the 7.7 billion tons of carbon dioxide emissions with which we seem to be heating up our atmosphere. We produced 3.9 billion tons of toxic wastes, of which 247 million pounds was released as surface water discharge. Our total energy consumption for the year was 100 quadrillion BTUs (British Thermal Units) which is equivalent to about 17.24 billion barrels of oil or 721 billion gallons of gasoline. Each U.S. citizen annually accounts for the consumption of about 1,300 pounds of metal and 18,500 pounds of other minerals, and each produces over 7 pounds of garbage every day of the year.

Although the nation has made significant progress in controlling certain types of pollution and in conserving energy, significant environmental problems still remain, especially at an international level. In a summary of its report, *Global Environment Outlook: GEO4*, the UN Environment Program wrote:

We now have evidence of unprecedented environmental changes at global and regional levels. These unprecedented changes are due to human activities in an increasingly globalized, industrialized and interconnected world, driven by expanding flows of goods, services, capital, people, technologies, information, ideas and labor, even affecting isolated populations. The key changes [include]:

Climate change is under way, and an average temperature increase of 0.74°C over the past century has been recorded. … 11 of the last 12 years (1995–2006) rank among the 12 warmest years since 1850. … Impacts are already evident and include changes in water availability, spread of waterborne disease vectors, food security, sea-level and ice cover changes as exemplified by melting of the Greenland ice sheet. Anthropogenic GHG [human-generated Green House Gas] emissions (principally carbon dioxide) are the main drivers of change. The projected increase in frequency and intensity of heat waves, storms, floods and droughts would dramatically affect many millions of people. The Intergovernmental Panel on Climate Change (IPCC) projects an increase in the global temperature of 1.8–4°C by the end of this century. …

More than 2 million people are estimated to die prematurely each year due to indoor and outdoor air pollution. Severe indoor air pollution occurs in many poor communities when biomass and coal are used for cooking and heating in enclosed places without adequate ventilation. Outdoor air pollution arises from many sources, including industrial processes, motor vehicles, energy generation, and wildfires. …

The “hole” in the stratospheric ozone layer over the Antarctic—the layer that protects people from harmful ultraviolet radiation—is now the largest it has ever been. Due to decreased emissions of ozone depleting substances, the ozone layer is expected to recover, assuming full Montreal Protocol compliance, but not until between 2060 and 2075. …

Unsustainable land and water use, and the impacts of climate change are driving land degradation, including soil erosion, nutrient depletion, water scarcity, salinity, chemical contamination and disruption of biological cycles. The cumulative effects of these changes threaten food security, biodiversity, and carbon fixation and storage.…
Deforestation in the tropics has continued at an average annual rate of 130,000 km², with serious implications for GHG gas concentrations and biodiversity loss. …

The release of harmful and persistent pollutants, such as heavy metals and organic chemicals, from mining, manufacturing, sewage, energy and transport emissions, the use of agro-chemicals, and from leaking stockpiles of obsolete chemicals and products, remains a problem for terrestrial and aquatic ecosystems. …

Contaminated water remains the greatest cause of human sickness and death on a global scale. The per capita availability of freshwater is declining, in part because of excessive withdrawals of surface and groundwater. If present trends continue … 1.8 billion people will be living in countries or regions with absolute water scarcity by 2025 and two-thirds of the people in the world could be subject to water stress. …

The world’s oceans are the primary regulator of global climate and an important sink for GHGs. … At watershed, regional and ocean basin scales, the water cycle is being affected by long-term changes in climate, altering precipitation patterns. Climate changes are also causing major reductions in Arctic sea ice cover, and the accelerated melting of permafrost and mountain glaciers, and Arctic land ice. …

Eutrophication of inland and coastal waters caused by excessive nutrient loads from sources such as agricultural fertilizer causes sporadic major fish kills, and threatens human health and livelihoods. The deterioration of inland and coastal water quality is being exacerbated by other pollutants from land-based sources, particularly, municipal wastewater, and urban run-off. …

The reduction in distribution and functioning of land, freshwater and marine biodiversity is more rapid than at any time in human history. Ecosystems such as forests, wetlands, and drylands are being transformed and, in some cases, irreversibly degraded. Rates of species extinction are increasing. The great majority of well-studied species, including commercially important fish stocks, are declining in distribution or abundance or both.²

The severity of these environmental problems is exacerbated by the continuing growth of the world’s population which stood at about one billion in 1800, increased to 3 billion by 1960, to 6.7 billion by 2010, and is predicted to reach 10 billion by 2050. As environmental stresses put pressure on our capacity to sustain humanity, population growth can only add to those pressures. So intractable and difficult are the problems raised by these environmental threats that many observers believe that they cannot be solved. For example, William Pollard, a physicist, despaired of our ability to deal with these problems:

My own view is that [mankind] will not do so until he has suffered greatly and much that he now relies upon has been destroyed. As the earth in a short few decades becomes twice as crowded with human beings as it is now, and as human societies are confronted with dwindling resources in the midst of mounting accumulations of wastes, and a steadily deteriorating environment, we can only foresee social paroxysms of an intensity greater than any we have so far known. The problems are so varied and so vast and the means for their solutions so far beyond the resources of the scientific and technological know-how on which we have relied that there simply is not time to avoid the impending catastrophe. We stand, therefore, on the threshold of a time of judgment more severe, undoubtedly, than any mankind has ever faced before in history.³
Environmental issues, then, raise large and complicated ethical and technological questions for our business society. What is the extent of the environmental damage produced by the processes through which we manufacture our products, grow our food, and power our cities? How large a threat does this damage pose to our well being? What values must we give up to halt or slow such damage? Whose rights are violated by pollution and who should be responsible for paying for the costs of polluting the environment? How long will our natural resources last? What obligations do firms have to future generations to preserve the environment and conserve our resources?

This chapter explores these environmental issues. It begins with an overview of various technical aspects of environmental resource use. This is followed by a discussion of the ethical basis of environment protection. The final sections discuss two controversial issues: our obligations to future generations and the prospects for continued economic growth.

1 The Dimensions of Pollution and Resource Depletion

Environmental damage inevitably threatens the welfare of human beings as well as plants and animals. Threats to the environment come from two sources: pollution and resource depletion. Pollution refers to the undesirable and unintended contamination of the environment by human activities, such as manufacturing, waste disposal, burning fossil fuels, etc. Resource depletion refers to the consumption of finite or scarce resources. In a certain sense, pollution is really a type of resource depletion because contamination of air, water, or land diminishes their beneficial qualities. But for purposes of discussion, we keep the two issues distinct.

Air Pollution

Air pollution is not new—it has been with us since the Industrial Revolution introduced the world to the belching factory smokestack. However, the costs of air pollution increased exponentially as industrialization expanded. Today, air pollutants affect vegetation, decreasing agricultural yields and inflicting losses on the timber industry; they deteriorate exposed construction materials through corrosion, discoloration, and rot; they are hazardous to health and life, raising medical costs and lessening the enjoyment of living; and they threaten catastrophic global damage in the form of global warming and destruction of the stratospheric ozone layer.

Global Warming

Greenhouse Gases—carbon dioxide, nitrous oxide, methane, and chlorofluorocarbons—are gases that absorb and hold heat from the Sun, preventing it from escaping back into space, much like a greenhouse absorbs and holds the Sun’s heat. Of these gases, methane is able to capture more heat than an equal amount of any of the others, but there is much more carbon dioxide so it is the gas that actually makes the greatest contribution to heating the atmosphere. Greenhouse gases occur naturally in the atmosphere and, in fact, they have kept the Earth’s temperature about 33°C warmer than it would otherwise be, enabling life to evolve and flourish. However, industrial, agricultural, and other human activities during the last 150 years have released substantially more greenhouse gases into the atmosphere, particularly by the burning of fossil fuels such as oil, gas, and coal, all of which emit carbon dioxide. Since the beginning of the industrial era, the amount of carbon dioxide in the
atmosphere has increased by 27 percent to 390 ppm (parts per million, by volume) and so is now more than the natural range of 180–300 ppm that prevailed during the last 650,000 years. Measurements at Mauna Loa, Hawaii, since 1958 indicate that carbon dioxide in the atmosphere is currently increasing at the rate of about 2 ppm a year (see Figure 1).\textsuperscript{5} We have known since the late-nineteenth-century work of the scientist Svante Arrhenius that carbon dioxide traps heat and so is capable of heating the Earth’s atmosphere. The rising levels of greenhouse gases that we have produced since the beginning of the Industrial Revolution have in fact raised temperatures around the globe by measurable amounts. Average global temperatures today are already .7°C higher than in 1900 and are expected to rise by 1.5°C to 4.5°C by the year 2100 as they track our growing carbon emissions. In the southwestern United States, average temperatures have risen by 1.5°C above the average that prevailed in the years 1900–1970. This rising heat is expanding the world’s deserts; it is melting glaciers and the polar ice caps; it is causing sea levels to rise; it is intensifying heat waves, droughts and other extreme weather events; and it is driving species of plants and animals into extinction.\textsuperscript{6}

The UN Intergovernmental Panel on Climate Change (IPCC) is an international group of scientists that studies and monitors global warming.\textsuperscript{7} The IPCC forecasts large shifts of vegetation into higher latitudes and elevations and rapid changes in the mix of species in these areas, as a result of global warming. Because forest species grow, reproduce, and evolve much more slowly than the climate is changing, entire forests and forest species will likely disappear. Bodies of water such as lakes and oceans will warm, and this will dramatically shift the geographical distribution of fish and other marine species.

Currently some 1.1 billion people do not have safe supplies of drinking water that is the direct cause each year of 1.6 million deaths (of which 1.4 million are of children under 5); climate change has increased the frequency and magnitude of droughts, thereby increasing the number of people without water. Currently, 750 million people

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{mauna_loa_carbon_dioxide.png}
\caption{The Mauna Loa Atmospheric Carbon Dioxide Record shown here indicates an average increase each year of 0.53 percent, or two parts per million, of carbon dioxide in the atmosphere. The regular rise and fall of the line indicates annual seasonal variations. Scripps analyzed the data during 1958–1974, then NOAA took over.}
\end{figure}

Source: U.S. National Oceanic and Atmospheric Administration.
in poor countries do not have enough food to eat; climate change will decrease agricultural yields in the tropics and subtropics, worsening famine in these areas. Half of the world’s population and many of the world’s major cities are located in low-lying coastal zones; climate change will melt glaciers and Antarctic and Arctic ice sheets causing seas to rise and flood these zones and their population. Climate change has increased the frequency and severity of coastal storms and hurricanes and the storm surges that wreak destruction on these coastal areas.

Mortality rates in developed and developing countries have been dropping; however, climate change is already bringing about a disturbing and widespread increase in vector-borne infectious diseases such as dengue, malaria, Hantavirus, West Nile virus, and cholera. As temperatures have risen, mosquitoes have invaded previously cool regions, carrying malaria and dengue fever with them. The entire United States has now seen the emergence of West Nile virus, a disease transmitted by mosquitoes; California, Washington, Texas, Arizona, Colorado, Idaho, Montana and other Western states have seen the outbreak of Hantavirus, an often lethal infection carried by rodents whose natural predators have been killed by drought.

Though its effects are increasingly easy to see, global warming is an extremely difficult problem to solve for technological, economic, and political reasons. The IPCC

Figure 2
Rising global temperatures from 1880 to 2010 as indicated by temperature anomalies. A temperature anomaly is a temperature that differs from a baseline average. Here the thin line indicates the amount by which each year’s temperature differed from the average temperature during the base period 1951–1980; the thick line is a five-year running average. The graph indicates 2010 was 1.34°F hotter than the average during 1951–1980, and that each decade since the 1970s the global average temperature has risen by 0.36°F. The year 2010 tied with 2005 as the hottest on record; tied for second hottest were 2002, 2003, 2006, 2007, and 2009.

Source: National Aeronautics and Space Administration.
calculates that halting the increase in levels of greenhouse gases would require reducing current worldwide emissions of greenhouse gases by 60 to 70 percent—an amount that would seriously affect the economies of both developed and developing nations and that would require the development of new energy sources and technologies. This is such a large reduction, in fact, that few governments are ready to attempt the political negotiations required to mandate such a reduction, and so most nations are still increasing their carbon dioxide emissions by substantial amounts. In 2010, President Obama, without full congressional support, pledged that the United States would aim at cutting carbon emissions by 17 percent from 2005 levels by the year 2020. That same year, Canada announced it, too, would aim at a 17 percent reduction from 2005 levels by 2020 while China announced it would cut its emissions by 40 to 45 percent from 2005 levels by 2020 and Brazil said it would aim at a 39 percent reduction. Such measures, however, will certainly not be sufficient to achieve the 60 to 70 percent reduction in global emissions the IPCC says are necessary. Some environmentalists have suggested that making these kinds of emissions reductions will require a wholesale change in our lifestyles and values.

The main sources of greenhouse gas emissions are power generation (21.3 percent), industrial processes (16.8 percent), transportation (14 percent), farming (12.5 percent), and drilling for oil and processing it (11.3 percent). These are all activities in which business is heavily involved. If greenhouse gas emissions are going to be reduced, business is going to have to play a major role in making those reductions. Many businesses are already working hard at reducing their so-called “carbon footprint” (the amount of greenhouse gases their activities directly or indirectly produce). Ford, Volvo, Walmart, HP, PepsiCo, and many other companies are working not only to reduce their own emissions, but are helping their suppliers reduce theirs and working to make products that will enable their customers to do the same. But other companies have done little and some companies, particularly energy companies, have opposed attempts to reduce greenhouse gas emissions.

Ozone Depletion Chlorofluorocarbons (CFCs) are gases that gradually break down ozone gas in the stratosphere above us. This layer of ozone in the stratosphere screens life on Earth from the harmful ultraviolet radiation the Sun emits. The ozone layer is destroyed by CFC gases, which have been used in aerosol cans, refrigerators, air conditioners, industrial solvents, and industrial foam blowers. When released into the air, CFC gases rise and in 7 to 10 years, they reach the stratosphere, where they destroy ozone molecules and remain for 75 to 130 years, continuing all the while to break down additional ozone molecules. Studies predict that the shrinking of the ozone layer and the subsequent increase of ultraviolet rays may cause several hundred thousand new cases of skin cancer and injure the 75 percent of the world’s major crops that are sensitive to ultraviolet light. Other studies suggest that the plankton that float on the surface layers of the Earth’s oceans and on which the entire food chain of the world’s oceans ultimately depends, is sensitive to ultraviolet light and may suffer widespread destruction. International agreements to which the United States is a party pledged to gradually phase out the use of CFC gases by 2000, and emissions of CFCs have dropped by 87 percent from their peak in 1988. However, scientists warn that even if the use of CFC gases were completely halted, CFC levels in the atmosphere would still continue their dangerous upward climb because those gases already released will continue to rise upward for many years and will persist for perhaps a century. Moreover, not all countries have agreed to cease making and producing CFC gases, and CFC gases are often released when refrigeration or air-conditioning systems built many years ago are repaired or disposed of.
Making cars produces a steady stream of toxic liquids and solids, and during the 1960s and early 1970s Ford Motor Company dumped tons of its Mahwah factory wastes on a wooded hilly 500 acre area of Ringwood, N.J., including unused paints, solvents, paint thinners, battery acids, and other chemicals. It was legal to dump wastes on bare land then, and Ford owned the wooded area. The colorful sludge, which contained benzene, lead, arsenic, antimony, xylenes, and other poisonous substances—some carcinogenic, like chromium which causes nosebleeds—was dumped on what locals call “Sludge Hill.” The slippery ooze attracted local children who played with it and often came home with bad nosebleeds. A resident, Wayne Mann, said in 2009: “I was one of those children who used to go up on Sludge Hill. I would take a car hood and ride down, hand steering in the wet sludge. You paint your face. You lick it, whatever.” Many residents, including Mann, are sick. Some have already died of cancer. Adults and children suffer mysterious rashes, rare blood disorders, cancers, asthma, and other unusual diseases. The 600 people living in the area think the toxic sludge caused their illnesses and that too many are sick or dying to blame the sicknesses on chance. The area is populated by Ramapough, an impoverished Indian group who say they are victims of environmental injustice.

Although Ford admits they dumped the chemicals, John Holt, a company spokesperson, said in 2009 that the chemicals did not cause the sicknesses: “They’ve found no higher incidence of cancer or anything else here besides lung cancer.” Moreover, he points out, Ford spent ten years cleaning up the site and in 1994, the U.S. Federal Environmental Protection Agency (EPA) and the New Jersey Department of Environmental Protection certified Ford did an adequate job. But in 2006, when the EPA checked the site again, they decided they made a mistake in 1994, relisted the site as contaminated, and Ford launched another clean-up which continues to this day. Pointing to the woods, in 2009 John Holt said, “This site was done and excavated and restored to its natural state … according to the requirements of the state of New Jersey and the EPA.” But Federal officials said much of the sludge remains. A state official said “Ford made false or misleading submissions to federal regulators” about earlier clean-ups. Federal officials have also reported that lung cancer rates are significantly higher than normal in the area. Bladder cancer and non-Hodgkin’s lymphoma rates are also elevated but their numbers are too small to rule out coincidence. Statistics do not show cause-and-effect, so there is no way to know for sure what caused the diseases. Rain has now carried the chemicals into streams, rivers, and underground. They have also entered the local food chain. As of 2011, Ford had not completed the cleanup begun in 2006, although it had hauled out 50,000 more tons of the sludge. Much of the sludge had been poured into deep underground caves that are almost impossible to access.

1. Should Ford be held responsible for the sicknesses of the residents? Check the videos at http://www.northjersey.com/specialreports/ringwood5yearslater.html and at http://toxiclegacy.northjersey.com. Do the videos suggest the contamination should concern you? What would the various forms of environmental ethics described in this chapter say about Ford’s actions?

Acid Rain Acid rain occurs when coal containing high levels of sulfur is burned and releases large quantities of sulfur oxides and nitrogen oxides into the atmosphere. Coal-burning electric power plants account for 70 percent of annual sulfur oxide emissions and 30 percent of nitrogen oxides. When these gases are carried into the air, they combine with water vapor in clouds to form nitric acid and sulfuric acid. These acids are then carried down in rain, which often falls hundreds of miles away from the original sources of the oxides. The acidic rainfall—sometimes as acidic as vinegar—is carried into lakes and rivers, where it raises the acidity of the water. Many fish populations and other aquatic organisms—including algae, zooplankton, and amphibians—are unable to survive in lakes and rivers that have become highly acidic due to acid rain. Acid rain directly damages or destroys trees, plants, lichens, and mosses. Acidic rainwater can also leach toxic metals—cadmium, nickel, lead, manganese, and mercury—from soil and carry these into waterways, where they contaminate drinking water or fish. Finally, acid rain can corrode and damage buildings, statues, and other objects, particularly those made of iron, limestone, and marble. Dozens of people were killed in West Virginia when a steel bridge collapsed as a result of acid rain corrosion, and priceless monuments such as the Acropolis in Athens and the Taj Mahal in India have been corroded by acid rain.

Airborne Toxics Less catastrophic but still worrisome air pollution threats are the 2.4 billion pounds of airborne toxic substances released annually into our nation’s atmosphere, including phosgene, a nerve gas used in warfare, and methyl isocyanate, which killed more than 2,000 Indians in Bhopal. The chemical brew released into the air annually includes 235 million pounds of carcinogens, such as benzene and formaldehyde, and 527 million pounds of such neurotoxins as toluene and trichloroethylene. Although levels of most airborne toxics have been declining gradually across the nation, some states have registered increases in the levels of several carcinogenic toxics in the air. The Environmental Protection Agency (EPA) has estimated that 20 of the more than 329 toxics released into the air alone cause more than 2,000 cases of cancer each year and that living near chemical plants raises a person’s chances of cancer to more than 1 in 1,000. Exceptionally high cancer rates have been found near plants in several states, including West Virginia and Louisiana.

Common Air Pollutants The most prevalent forms of air pollution, however, are the six kinds of gases and particulates spewed out mostly by autos and industrial processes that the EPA calls “common air pollutants.” These six affect the quality of the air we breathe, injure human health, harm the environment, and damage property. The six “common air pollutants” are carbon monoxide, sulfur oxides, nitrogen oxides, airborne lead, ozone (or “smog”), and particulates (airborne mixtures of extremely small particles and liquid droplets). The effects of these pollutants, which were recognized more than four decades ago, are summarized in Figure 3.

More recent long-range studies have indicated that the deterioration of lung function in human beings caused by their chronic exposure to air pollutants, whether it be auto smog or industrial smokestack emissions, is long lasting and often irreversible. Some of the 2,500 subjects in the studies suffered as much as 75 percent loss of lung capacity during a 10-year period of living in Los Angeles communities—a region with very high levels of air pollution—leaving them vulnerable to respiratory disease, emphysema, and impairment of their stamina. Damage to the still-developing lungs of children was especially serious.
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<table>
<thead>
<tr>
<th>Major Types of Air Pollution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greenhouse gases: carbon dioxide, methane, nitrous oxide,</td>
</tr>
<tr>
<td>Ozone depleting gases: chlorofluorocarbons</td>
</tr>
<tr>
<td>Acid rain gases: sulfur oxides</td>
</tr>
<tr>
<td>Airborne toxics: benzene, formaldehyde, toluene, trichloroethylene, and 329 others</td>
</tr>
<tr>
<td>Common air pollutants: carbon monoxide, sulfur oxides, nitrogen oxides, airborne lead, ozone, particulates</td>
</tr>
</tbody>
</table>

acid rain Occurs when sulfur oxides and nitrogen oxides are combined with water vapor in clouds to form nitric acid and sulfuric acid. These acids are then carried down in rainfall.
<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Health Effects</th>
<th>Environmental and Climate Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ozone (O&lt;sub&gt;3&lt;/sub&gt;)</td>
<td>Decreases lung function and causes respiratory symptoms, such as coughing and shortness of breath; aggravates asthma and other lung diseases leading to increased medication use, hospital admissions, emergency department (ED) visits, and premature mortality.</td>
<td>Damages vegetation by visibly injuring leaves, reducing photosynthesis, impairing reproduction and growth, and decreasing crop yields. Ozone damage to plants may alter ecosystem structure, reduce biodiversity, and decrease plant uptake of CO&lt;sub&gt;2&lt;/sub&gt;. Ozone is also a greenhouse gas that contributes to the warming of the atmosphere.</td>
</tr>
<tr>
<td>Particulate Matter (PM)</td>
<td>Short-term exposures can aggravate heart or lung diseases leading to symptoms, increased medication use, hospital admissions, ED visits, and premature mortality; long-term exposures can lead to the development of heart or lung disease and premature mortality.</td>
<td>Impairs visibility, adversely affects ecosystem processes, and damages and/or soils structures and property. Variable climate impacts depending on particle type. Most particles are reflective and lead to net cooling, while some (especially black carbon) absorb energy and lead to warming. Other impacts include changing the timing and location of traditional rainfall patterns.</td>
</tr>
<tr>
<td>Lead (Pb)</td>
<td>Damages the developing nervous system, resulting in IQ loss and impacts on learning, memory, and behavior in children. Cardiovascular and renal effects in adults and early effects related to anemia.</td>
<td>Harms plants and wildlife, accumulates in soils, and adversely impacts both terrestrial and aquatic systems.</td>
</tr>
<tr>
<td>Oxides of Sulfur (SO&lt;sub&gt;x&lt;/sub&gt;)</td>
<td>Aggravate asthma, leading to wheezing, chest tightness and shortness of breath, increased medication use, hospital admissions, and ED visits; very high levels can cause respiratory symptoms in people without lung disease.</td>
<td>Contributes to the acidification of soil and surface water and mercury methylation in wetland areas. Causes injury to vegetation and local species losses in aquatic and terrestrial systems. Contributes to particle formation with associated environmental effects. Sulfate particles contribute to the cooling of the atmosphere.</td>
</tr>
<tr>
<td>Oxides of Nitrogen (NO&lt;sub&gt;x&lt;/sub&gt;)</td>
<td>Aggravate lung diseases leading to respiratory symptoms, hospital admissions, and ED visits; increase susceptibility to respiratory infection.</td>
<td>Contributes to the acidification and nutrient enrichment (eutrophication, nitrogen saturation) of soil and surface water. Leads to biodiversity losses. Impacts levels of ozone, particles, and methane with associated environmental and climate effects.</td>
</tr>
<tr>
<td>Carbon Monoxide (CO)</td>
<td>Reduces the amount of oxygen reaching the body's organs and tissues; aggravates heart disease, resulting in chest pain and other symptoms leading to hospital admissions and ED visits.</td>
<td>Contributes to the formation of CO&lt;sub&gt;2&lt;/sub&gt; and ozone, greenhouse gases that warm the atmosphere.</td>
</tr>
<tr>
<td>Ammonia (NH&lt;sub&gt;3&lt;/sub&gt;)</td>
<td>Contributes to particle formation with associated health effects.</td>
<td>Contributes to eutrophication of surface water and nitrate contamination of ground water. Contributes to the formation of nitrate and sulfate particles with associated environmental and climate effects.</td>
</tr>
</tbody>
</table>
The major sources of the common air pollutants are utilities, industrial smokestacks, and automobiles. In congested urban areas such as Los Angeles, automobiles cause about 80 percent of the air pollution. Industrial pollution is derived principally from power plants and plants that refine and manufacture basic metals. Electrical power plants that depend on fossil fuels—such as oil, coal, or natural gas—throw tons of sulfur oxides, nitrogen oxides, and ashes into the air. The last decade has seen considerable improvement in the air quality of most regions of the United States, primarily as a result of environmental legislation and regulation. Emissions of four of the six common air pollutants have been substantially reduced, particularly of airborne lead (78 percent reduction from 1990 levels), sulfur dioxide (59 percent reduction), and carbon monoxide (68 percent reduction), although reductions in ozone (14 percent), particulates (31 percent), and nitrogen oxide (35 percent) were smaller. As Figure 4 indicates, aggregate reductions in the six common air pollutants have decreased in spite of increases in driving, population, and economic production. Since 1990, total emissions of toxic air pollutants also fell by 40 percent, and acid rain deposits declined by 30 percent.

The health costs of low air quality are known to be high. Studies have indicated that when the concentrations of sulfur oxides over our major cities were cut in half from their 1960 levels, this added an average of 1 year to the life of each resident. If air quality in urban areas were similar to the levels of rural regions with clean air, the death rates for asthma, bronchitis, and emphysema would drop by about 50 percent, and deaths from heart disease would drop by about 15 percent. Improvements in air quality since 1970, it is believed, now save about 14,000 lives per year. The U.S. Office of Management and Budget estimated that between 1992 and 2002 regulations that reduced or eliminated air pollution annually produced benefits of $117–$177 billion while imposing costs of only $18–$21 billion, which means that annual benefits outweighed costs to a significant degree.
Water Pollution

The contamination of water sources is an old problem—one that has been with us since civilization began using water to dispose of its wastes and sewage. Water pollutants today, however, are much more diverse, consisting not only of organic wastes, but also dissolved salts, metals, and radioactive materials as well as suspended materials such as bacteria, viruses, and sediments. These can impair or destroy aquatic life, threaten human health, and foul the water. About 40 percent of our surface water is too polluted to fish or swim in.\(^2^2\) Water pollutants enter surface water or underground water basins either from a single point source, such as a pipe or a well carrying sewage or industrial wastes, or they enter from a diffused or nonpoint source covering a large area, such as crop pesticides or animal wastes carried in rainwater or runoff.\(^2^3\)

Salt brines from mines and oil wells, as well as mixtures of sodium chloride and calcium chloride used to keep winter roads clear of snow; all eventually drain into water sources, where they raise the saline content.\(^2^4\) The high saline levels in ponds, lakes, and rivers kill whatever fish, vegetation, or other organisms inhabit them. Highly salinated water also poses major health hazards when it finds its way into city water supplies and is drunk by persons with heart disease, hypertension, cirrhosis of the liver, or renal disease.

Water drainage from coal mining operations contains sulfuric acid as well as iron and sulfate particles. Continuous-casting and hot-rolling mills employ acids to scrub metals, and these acids are then rinsed off with water. The acidic water from these sources is sometimes flushed into streams and rivers. The high acid levels produced in waterways by these practices are lethal to most organisms living within the aquatic environment.\(^2^5^\)

**Organic wastes** consist of untreated human wastes and sewage, as well as wastes derived from industrial processing of various food products, and wastes from the pulp

---

**Figure 4**
Comparison of aggregate reduction in emissions of the six common air pollutants (bottom line) between 1990 and 2008, with increases during the same period of gross domestic product, vehicle miles traveled, population, etc.


---

**organic wastes** Largely untreated human waste, sewage, and industrial waste from processing various food products, from the pulp and paper industry, and from animal feedlots.
and paper industry, and animal feedlot wastes. Various types of bacteria consume organic wastes that find their way into water resources and in the process they deplete the water of its oxygen. The oxygen-depleted water then becomes incapable of supporting fish life and other organisms.

Phosphorus compounds also contaminate many of our water sources. Phosphorus compounds are found in detergents used both domestically and industrially, in fertilizers used for agricultural purposes, and in untreated human and animal sewage. Lakes with high concentrations of phosphorus give rise to explosive expansions of algae populations that choke waterways, drive out other forms of life, deplete the water of its oxygen, and severely restrict water visibility.

Various inorganic pollutants pose serious health hazards when they make their way into water used for drinking and eating purposes. Mercury has been finding its way into fresh water supplies and the oceans. It comes from burning coal which is naturally contaminated with mercury, from chlorine plants which use mercury to extract chlorine from salt, from mining activities and smelting processes, and from mercury-based fungicides and pesticides. Mercury is transformed into organic compounds by microorganisms and becomes increasingly concentrated as it moves up the food chain to fish and birds. When consumed by humans—for example by eating mercury-contaminated fish—these compounds can cause brain damage, paralysis, and death.

Businesses still sometimes discharge liquids containing toxic substances into the nation’s rivers. Cadmium from zinc refineries, the agricultural use of certain fertilizers, and disposed electrical batteries makes its way into water sources, where it becomes concentrated in the tissues of fish and shellfish. Cadmium causes a degenerate bone disease that cripples some victims and kills others; it induces severe cramps, vomiting, and diarrhea, and causes high blood pressure and heart disease. Asbestos fibers are another dangerous pollutant which, if swallowed, can cause cancer of the gastrointestinal tract. Mining companies are notorious for depositing asbestos-contaminated wastes into fresh water sources.

Oil spills are a form of water pollution whose occurrence became more frequent as our dependence on oil increased. Oil spills result from offshore drilling, discharges of sludge from oil tankers, and oil tanker accidents. There are numerous examples of such spills, discharges, and oil tanker accidents that occurred in the last decade alone. In 2002, the Prestige sank off the Spanish coast spilling 616,000 barrels of oil and carrying 20 million gallons of oil down with it into the sea; in 2004, a storm drove an oil carrier into the rocks off the Aleutian islands, Alaska causing it to disintegrate and release 337,000 gallons of oil; in 2005, Hurricane Katrina struck New Orleans and released more than 7 million gallons of oil from various oil storage sites; on July 15, 2006, Israeli bombs hit a power station near Beirut, Lebanon causing it to leak between 3 million and 10 million gallons of oil into the sea; in 2007, a ship off of South Korea’s coast hit a steel cable and spilled 2.8 million gallons of crude oil destroying 12 miles of South Korean beaches; on July 25, 2008, a barge collided with a tanker ship and spilled most of the 419,000 gallons of oil it was carrying into the Mississippi River near New Orleans; in January, 2010, the oil tanker Eagle Otome collided with a barge and spilled 462,000 gallons of oil into the bay at Port Arthur, Texas; in April, 2010, the explosion of a British Petroleum (BP) oil rig in the Gulf of Mexico released between 92 million and 184 million gallons of crude oil into the waters of the Gulf making it the largest oil spill in U.S. history; and in Nigeria’s Niger River Delta roughly 400 oil spills over the past decade have poured a total of about 100 million gallons of oil into the Delta. The contamination produced by oil spills is directly lethal to sea life, including fish, seals, plants, and aquatic birds; it requires expensive cleanup operations for residents, and imposes costly losses on nearby tourist and fishing industries.
In the past, the oceans have been used as disposal sites for intermediate- and low-level radioactive wastes. Oceanographers have examined seawater and found traces of plutonium, cesium, and other radioactive materials that have apparently leaked from the sealed drums in which radioactive wastes are disposed.\(^3\) Coastal estuaries and marine sediments also have been found to contain unusually high concentrations of cadmium, chromium, copper, lead, mercury, and silver. Polychlorinated biphenyls (PCBs), which were used as cooling fluids in electrical transformers, as lubricants, and as flame retardants until their production was completely banned in the United States in 1979, have become widespread in the environment and have gradually accumulated in the oceans, especially in coastal areas. Minute amounts of PCBs are deadly to human beings and other life forms, and traces can engender a variety of toxic effects, including reproductive failures, birth defects, tumors, liver disorders, skin lesions, and immune suppression. PCBs, which continue to be produced by other countries and still are often improperly disposed of in the United States, are a cause of profound concern because they are persistent and become increasingly concentrated as they move up the food chain.\(^8\)

Underground water supplies are also becoming more polluted. According to a government report, “Incidents of ground-water contamination—by organic chemicals, inorganic chemicals, radionuclides [radioactive wastes], or microorganisms—are being reported with increasing frequency and have now occurred . . . in every state in the nation.”\(^3\) The sources of contamination have included landfills, waste piles, legal and illegal dumps, and surface reservoirs. More than 50 percent of the U.S. population depends on underground sources for drinking water. Underground water contaminants have been linked to cancers, liver and kidney diseases, and damage to the central nervous system. Unfortunately, exposure frequently occurs unknowingly over periods of years because contaminated groundwater is usually odorless, colorless, and tasteless.

Today, about 884 million people in the world lack access to safe drinking water, about a third of them live in Sub-Saharan Africa and most of rest live in rural areas of poor developing countries.\(^6\) Fresh water is essential not only to human life as well as plant and animal life, but also to agriculture, industry, and economic development.\(^7\) There is no substitute for water in most of its uses. Nevertheless, the world’s per capita supply of fresh water (of which only a small part is safe drinking water) declines as population rises because the total annual supply of fresh water is fixed. Increases in population, farming, and economic activity have increased the demands put on our water resources, while pollution, climate change, and aquifer depletion have reduced the supply. As urban areas have grown and increased their demands for water, water has been increasingly diverted from agricultural irrigation to provide water for cities, a conflict that is predicted to expand.

How much does water pollution cost us, and what benefits might we expect from its removal? The U.S. Office of Management and Budget estimates that on average in each of the years between 1992 and 2002, clean water regulations cost between $2.9 and $2.4 billion (in 2001 dollars) and produced benefits (in the form of pollution costs avoided) ranging somewhere between $8.0 and $1.0 billion, not counting important nonquantifiable benefits.\(^8\)

**Land Pollution**

**Toxic Substances** Hazardous or toxic substances are those that can cause an increase in mortality rates or irreversible or incapacitating illness or those that have other seriously adverse health or environmental effects. Toxic substances that have been released on land include acidic chemicals, inorganic metals (such as mercury or arsenic), flammable solvents, pesticides, herbicides, phenols, explosives, and so on. (Radioactive wastes are also classified as hazardous substances, but we will discuss
these separately.) Silvex and 2, 4, 5-T, for example, are two widely used herbicides that contain dioxin—a deadly poison (100 times more deadly than strychnine) and a carcinogen.

Coal ash from coal-fired power plants that collect the ash before it escapes through exhaust stacks, contains several toxic metals and other cancer-causing wastes, but was unregulated until late 2010 when the Environmental Protection Agency (EPA) issued the first national regulations covering coal ash. In Caledonia, Wisconsin residents discovered in June, 2010 that their wells were contaminated with molybdenum, a toxic ingredient of coal ash, that probably leaked from a nearby landfill or a nearby coal plant; that same month the residents of Colstrip, Montana, discovered that their well water—which they drank although it had tasted bad for years—was also contaminated by toxic coal ash wastes stored in waste ponds by a local coal plant. In 2007, the EPA published a report listing 24 other neighborhoods around the nation that had been “proven” to have been contaminated by coal plant or oil plant toxic wastes, and an additional 43 neighborhoods that were also contaminated by coal plant toxic wastes, but the wastes had not yet “migrated to the extent that they could cause human health concerns.” At 1 a.m. on December 22, 2008, in Roane County, Tennessee, the dam of a pond filled with coal ash and water broke, releasing 1.1 billion gallons of the coal ash slurry which flooded a nearby neighborhood, destroying homes, poisoning the land, and polluting the Emory River. It is estimated that scattered across the nation there are about 1,300 other coal plant waste dumps containing billions of gallons of water and coal ash slurry. Until 2010, most of these dumps were neither regulated nor monitored and all contain significant amounts of toxic heavy metals like arsenic, cadmium, lead, mercury, boron, thallium, and selenium that can migrate into groundwater and surrounding areas.

About 70,000 different chemical compounds are currently being used in the United States, of which well over a thousand are probably toxic. Their number is growing each year. Among the most common of the toxic chemicals produced by industry is acrylonitrile, which is used in the manufacture of plastics (used in appliances, luggage, telephones, and numerous common household and industrial products) and whose production is currently rising by 3 percent a year. Acrylonitrile is a suspected carcinogen; it releases the toxic chemical hydrogen cyanide when plastic containing it is burned.

Vinyl chloride is another common toxic chemical used to make plastics, whose production is rising by 3 percent per year. Vinyl chloride, which is released in small amounts when plastic products deteriorate, causes liver damage; birth anomalies; liver, respiratory, brain, and lymph cancers; and bone damage. Cancer mortality for vinyl chloride workers is 50 percent higher than for the general population, and communities located around plants where it is used also have higher cancer rates than the general population.

**Solid Wastes** Americans today produce more residential garbage than do the citizens of any other country in the world. Each year people living in U.S. cities produce 250 million tons of municipal solid waste—enough to fill a 226,000-mile-long convoy of 10-ton garbage trucks, about the distance from the Earth to the Moon. Each person reading this book produces, on average, more than three-fourths of a ton of garbage a year—about 4.5 pounds a day. Only about a third of residential wastes are
recovered through recycling—a low proportion that is due to the lack of financial backing for recycling operations, the small size of markets for recycled products, and toxic chemicals present in recyclable garbage.

Although the total amount of garbage we produce has been increasing each year, the facilities to handle it have decreased. In 1978, there were about 20,000 municipal garbage dumps in operation; by 1989, there were less than 8,000; in 1995 there were 3,500; and by 2008, there were only about 1,800. Many have had to be closed for safety reasons. Florida, Massachusetts, New Hampshire, and New Jersey are a few of the states that closed most of their garbage dumps during the 1990s. Moreover, fewer and fewer dumps are opened each year.

City garbage dumps are significant sources of pollution, containing toxic substances such as cadmium (from rechargeable batteries), mercury, lead (from car batteries and TV picture tubes), vanadium, copper, zinc, and PCBs (from refrigerators, stoves, engines, and appliances built before 1980 and since dumped). Only about one-fourth of all city dumps test groundwater for possible contamination, less than 16 percent have insulating liners, only 5 percent collect polluting liquid wastes before they percolate into groundwater, and less than half impose any restrictions on the kinds of liquid wastes that can be poured into them. Not surprisingly, almost one-fourth of the nonmilitary sites identified in the Superfund National Priorities List as posing the greatest chemical hazards to public health and the environment are city dumps.47

The quantity of residential garbage that Americans produce, however, is dwarfed by the quantities of solid waste produced through industrial, agricultural, and mining processes. Although residential garbage, as mentioned, is 250 million tons a year, American industries generate over 7.6 billion tons of solid waste a year, oil and gas producers generate 2 to 3 billion tons, and mining operations about 1.4 billion tons.48

These wastes are dumped into some 220,000 industrial waste heaps, the vast majority of which are unlined surface dumps. Thousands of abandoned industrial dumps have been discovered containing hazardous wastes, most created by the chemical and petroleum industries.49 The majority of hazardous waste sites are located in industrial regions. Altogether, about 80 percent of industrial wastes are estimated to have been deposited in ponds, lagoons, and landfills that are not secure.50 The cost of cleaning up these dumps was estimated to be between $28.4 billion and $55 billion.51

The total amount of hazardous waste currently being produced has been difficult to establish. The EPA has estimated that 10 to 15 percent of the industrial wastes being produced each year were toxic—an estimated total of 15 million tons per year. More recently, the agency announced that nearly six times more hazardous waste was being generated each year than it had previously estimated. Some studies have concluded that in a single year 290 million tons of toxic wastes are produced.52

Nuclear Wastes Light-water nuclear reactors contain radioactive materials, including known carcinogens such as strontium 90, cesium 137, barium 140, and iodine 131. Extremely high levels of radiation from these elements can kill a person; lower dosages (especially if radioactive dust particles are inhaled or ingested) can cause thyroid, lung, or bone cancer as well as genetic damage that will be transmitted to future generations. To this date, nuclear plants in this country have operated safely without any catastrophic release of large quantities of radioactive materials. Estimates of the probable risk of such a catastrophic accident are highly controversial, and significant doubts surround these risk estimates, especially in light of the accidents at Three Mile Island in the United States, Chernobyl in Russia, and the earthquake and tsunami induced accident in Fukushima, Japan, all of which defied earlier probability estimates.53 Even without catastrophic accidents, however, small amounts of radioactive materials are
routinely released into the environment during the normal operations of a nuclear plant and during the mining, processing, and transporting of nuclear fuels. The U.S. government has estimated that, by the year 2000 (about four decades after nuclear plants began to be built in the United States), about 1,000 people had died of cancer from these routine emissions; other estimates, however, place these figures at higher levels.\textsuperscript{54}

Plutonium is produced as a waste by-product in the spent fuel of light-water reactors. A 1,000-megawatt reactor, for example, will generate about 265 pounds (120 kilograms) of plutonium wastes each year that must be disposed of. Plutonium is a highly toxic and extremely carcinogenic substance. A particle weighing 10 millionths of a gram, if inhaled, can cause death within a few weeks. Twenty pounds, if properly distributed, could give lung cancer to everyone on Earth. Plutonium is also the basic constituent of atomic bombs. Therefore, as nuclear power plants proliferate around the world, the probability has increased that plutonium will fall into the hands of criminal terrorists or other hostile groups, who may use it to construct an atomic weapon or lethally contaminate large, populated areas.\textsuperscript{55} Nevertheless, many groups have called for the construction of more nuclear power plants because nuclear plants have the significant advantage of producing energy without releasing any greenhouse gases.

Nuclear power plant wastes are of three main types: high-level wastes, transuranic wastes, and low-level wastes. High-level wastes emit gamma rays, which can penetrate all but the thickest shielding. These include cesium 137 and strontium 90, which both become harmless after about 1,000 years, and plutonium, which remains hazardous for 250,000 to 1,000,000 years. All of these are highly carcinogenic. Nuclear reactors produce about 612,000 gallons of liquid and 2,300 tons of solid high-level wastes each year. These wastes must be isolated from the environment until they are no longer hazardous. It is unknown at this time whether there is any safe and permanent method for disposing of these wastes.\textsuperscript{56}

Transuranic wastes contain smaller quantities of the elements found in high-level wastes. These come from spent fuel processing and various military weapons processes. Until recently, transuranic wastes were buried in shallow trenches. When it was discovered that radioactive materials had been migrating out of these trenches, they had to be exhumed and redisposed of at a cost of several hundred million dollars.\textsuperscript{57}

Low-level wastes consist of contaminated clothing and used equipment from reactor sites and the tailings from mining and milling uranium. About 16 million cubic feet of these wastes have been produced at reactor sites, and an additional 500 million cubic feet of uranium tailings (about 140 million tons) have accumulated in the open at mine sites. About 10 million additional tons of mill tailings are produced each year. Uranium tailings continue to emit radioactive radon for several hundred thousand years. In addition, all nuclear plants (including equipment, buildings, and land) become low-level nuclear wastes after an operating life of 30 to 35 years. The entire plant must then be decommissioned because it remains radioactive for thousands of years; the dismantled plant and land site must be maintained under constant security for the next several centuries.\textsuperscript{58}

More than one author has suggested that the safe disposal of nuclear wastes is soluble only if we assume that none of our descendants will ever accidentally drill into nuclear repositories or enter them during times of war; that records of their locations will be preserved for the next several centuries; that the wastes will not accidentally flow together and begin reacting; that geological events, ice sheets, or other unforeseen earth movements will never uncover the wastes; that our engineering estimates of the properties of metal, glass, and cement containers are accurate; and that our medical predictions concerning safe levels of radiation exposure prove correct.\textsuperscript{59} Although no new nuclear power plants have been constructed in the United States for several years, those built decades ago are still producing wastes, and their past wastes have been accumulating. How these will be disposed of is still uncertain. Of the 65 nuclear plants...
currently operating in the United States, 59 reactors have been approved to continue operating for an additional 20 years, and they will likely be joined by several newly constructed ones during the next few years. While the United States generates about 20 percent of its electricity with nuclear plants, other countries have a much higher stake in nuclear power, including France (76%), Belgium (54%), Armenia (44%), Hungary (37%), Slovakia (56%), Slovenia (42%), Sweden (42%), Switzerland (39%), and Ukraine (47%).

Depletion of Species and Habitats

Human activity has rendered dozens of plant and animal species extinct. Since 1600, at least 96 known species of mammals and 88 major identifiable species of birds are known to have become extinct. Several hundred more species, such as whales and salmon, today find themselves threatened by commercial fishing. Forest habitats on which the bulk of species depend are also being decimated by the timber industry. Between the years 1600 and 1900, half of the forested land area in the United States was cleared. Experts estimate that the planet’s rain forests are being destroyed at the rate of about 1 percent a year. The loss of forest habitats combined with the effects of pollution is thought to have led to the extinction of a large number of unidentified species. The International Union for Conservation’s “Red List of Threatened Species,” the most comprehensive database of species and subspecies known to be extinct or threatened with extinction, concludes that out of the 47,978 species (all known life forms including birds, animals, plants, insects, fungi, mollusks, etc.) specifically known in 2010 to have existed during the last 500 years, 17,315 or 36 percent were threatened with extinction, and 840 are now extinct.

Nowhere has the depletion of living organisms been as significant as in the oceans. Fish stocks around the world have collapsed because of over-fishing, resulting in a serious decline in the fish protein available to local populations. In the Northwest Atlantic, for example, the stocks of haddock, red hake, and Atlantic cod all collapsed during the 1990s. The United Nations estimated in 2007 that 19 percent of all fish stocks were being overfished and 9 percent were already depleted, while a 2009 study estimated that 14 percent had collapsed. Polluted runoff that has entered the oceans has also created large “dead zones” devoid of most fish and shell fish. More than 400 dead zones have been documented off the coasts of countries around the world.

Depletion of Fossil Fuels

Until the early 1980s, fossil fuels were being depleted at an exponentially rising rate. That is, the rate at which they were being used had doubled with the passage of a regular fixed time period. This type of exponential depletion is illustrated in Figure 4. Some early predictions of resource depletion assumed that fossil fuels would continue to be depleted at these exponentially rising rates. If continued, an exponentially rising rate of depletion would end with the complete and catastrophic depletion of the resource in a relatively short time. Estimated world resources of coal would be depleted in about 100 years, estimated world reserves of oil would be exhausted in about 40 years, and estimated reserves of natural gas would last only about 25 years.

Experts point out, however, that our consumption of a resource cannot continue rising at exponential rates. As reserves of any resource shrink, they become increasingly difficult, and therefore more costly, to extract, which in turn slows down their depletion rates. Consequently, although the rates at which reserves
of a resource are depleted may rise exponentially for a period, the rising costs of extraction eventually cause the rates to peak and then begin to decline without complete depletion ever being attained (as prices continue to rise ever more steeply). Figure 6 illustrates this type of peaked depletion curve, sometimes called a “Hubbert curve” after M. King Hubbert, a geologist who used the curve to correctly predict in 1956 that extraction of U.S. oil would peak in 1970 and then decline thereafter.⁶⁹

If we assume that the rate at which we deplete our resources is more adequately mirrored by the peaked Hubbert model than by the exponential model, then fossil fuels will not be depleted within the short time frame predicted by earlier exponential growth models. The extraction of estimated reserves of coal will probably peak in about 150 years and then continue, but at a declining rate coupled with rising prices, for another 150 years; the extraction of estimated U.S. reserves of natural gas has already peaked and is expected to decline gradually over the next 30 or 40 years. The extraction of U.S. reserves of oil peaked in about 1970 and has steadily declined since then (as the peaked model would predict). Estimates of the depletion rates of world reserves of oil are controversial and vary widely.⁷⁰ Cambell estimates the peak probably began in 2004 and certainly occurred before 2010; Laherrère and Ivanhoe both predicted the peak would begin around 2010; Greene predicts the peak may not begin until 2040.⁷¹
ETHICS AND THE ENVIRONMENT

Depletion of Minerals

The depletion of mineral reserves, like the depletion of fossil fuels, can also be calculated either on the basis of an exponential growth model or on the basis of a peaked growth model. If earlier exponentially rising rates of depletion continued, then aluminum would have been scheduled for exhaustion in the year 2003, iron in 2025, manganese in 2018, molybdenum in 2006, nickel in 2025, tungsten in 2000, zinc in 1990, and copper and lead in 1993.72

Fortunately, as with fossil fuels, the rate at which minerals are depleted does not continue to grow exponentially, but peaks in a Hubbert curve and then declines as metals become rarer, more difficult, and more expensive to extract. If we use this peaked model analysis and restrict ourselves solely to presently known reserves in the United States, it turns out that, although the extraction rates of some important minerals in the United States have peaked, none has been completely depleted and all continue to be mined, although their extraction costs are rising.73

World resources are also limited, and the depletion rates of the world’s supplies of minerals will also eventually peak and then gradually decline as remaining supplies become harder and more expensive to mine.74 The precise impact the limitations of world supplies will have on us are exceedingly difficult to predict. Mining technologies may continue to develop, which will reduce the difficulty and costs of mineral extraction and extend the period of decline. This has, in fact, been the case for most minerals up to the present. Increased recycling may reduce the need for intensive mining of remaining mineral reserves. Substitutes may be found for many of the minerals whose supply is limited, and technological development may make many current uses of these minerals obsolete.

One of the most exhaustive and thorough studies to date of the world limits of a single mineral—copper—indicates that in the future copper and the other minerals will become increasingly scarce and expensive and that this scarcity will have a noticeable economic impact on our societies.75 The study, undertaken by Robert B. Gordon and others, indicates that the rate of extraction of the world’s copper will rise rapidly over the next 100 years, peak in about 2100, and then slowly decline. Rich copper ores will be exhausted by about 2070. Thereafter, copper must be mined from common rock, an expensive process that will force dramatic rises of copper prices from about $2 per kilogram to $120 per kilogram, even with intense recycling and even assuming other materials can be substituted for all but a handful of the essential uses of copper. According to Gordon and his coauthors: “Similar arguments can be raised for other metals, such as lead, zinc, tin, tungsten, and silver. . . . We have not made a complete analysis for any other scarce metal, but we strongly suspect that if we did a pattern of future use similar to that predicted for copper would emerge.”76

In a 2000 study, the U.S. Geological Survey of the U.S. Department of the Interior concluded that world reserves of conventional aluminum resources (bauxite) are sufficient to meet world demand for aluminum “well into the 21st century”; world reserves of manganese total 5 billion tons, which are being mined at the rate of about 7 million tons a year; world reserves of mercury are estimated at nearly 600,000 tons, which are “sufficient for another century or more”; world reserves of copper total 2.3 billion tons, which are currently being mined at the rate of 13,000 tons a year; world resources of iron are estimated at more than 250 billion tons, which are being mined at a rate of about 1 billion tons a year; and lead world resources total more than 1.5 billion tons, which are being mined at about 3 million tons a year.77 These estimates suggest we can rely on a steady supply of these metals for many years to come. Somewhat more pessimistic conclusions, however, were drawn in a 2007 study of several essential minerals which estimated that, depending on how much consumption rates increase from 2007
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Depletion of Nonrenewable Resources
- Several species have lost habitats and become extinct
- Natural resources depleted at peaked rate, not exponential rate
- Fossil fuel depletion: coal likely peaks in 150 years, natural gas in 30–40 years, oil between 2010 and 2040
- Mineral depletion: copper and mercury peak in about 2100, aluminum during 21st century, indium and antimony in about 10 years, tantalum in 20–116 years
rates, indium, a key component of flat-screen TVs and certain solar cells, will run out in 4–13 years (from year 2007); antimony, which is used in certain drugs and flame retardant materials will run out in 13–30 years; tantalum, a component of cell phones and camera lenses, in 20–116 years; uranium, which will be in high demand if the world begins building more nuclear power plants, in 19–59 years; tin in 17–40 years; silver in 9–29 years; gold in 36–45 years; zinc in 34–46 years; and nickel in 57–90 years.  

There are physical limits, then, to our natural resources: Although many are abundant, none can be exploited indefinitely. Eventually each will peter out and the costs of extraction will rise significantly. More plentiful substitute materials may be found for many of these resources, but it is likely that substitutes cannot be found for all of them. Whatever substitutes are developed will also be limited, so the day of reckoning will only be delayed.

2 The Ethics of Pollution Control

For centuries, business institutions were able to ignore their impact on the natural environment, an indulgence created by a number of causes. First, business was able to treat air and water as free goods—that is, as goods that no one owns and that each firm can therefore use without reimbursing anyone for their use. For several years, for example, a DuPont plant in West Virginia had been dumping 10,000 tons of chemical wastes each month into the Gulf of Mexico until it was forced to stop. The waters of the Gulf provided a free dumping site for whose damages DuPont did not have to pay. Because such resources are not privately owned, they lack the protection that a private owner would normally provide, and businesses were able to ignore the damages they inflicted on them. Second, businesses have seen the environment as an unlimited good. That is, the “carrying capacity” of air and water is relatively large, and each firm’s contribution of pollution to these resources seems relatively small and insignificant. The amount of chemicals DuPont was dumping into the Gulf, for example, was relatively small compared with the size of the Gulf and the effects were seen as negligible. When the effects of its activities are seen as so slight, a firm will tend to ignore these effects. However, when every firm reasons in this way, the combined negligible effects of each firm’s activities may become enormous and potentially disastrous. The carrying capacity of the air and water is soon exceeded, and these free and unlimited goods rapidly deteriorate.

Of course, pollution problems are not rooted only in business activities. Pollution also results from the use that consumers make of products and from human waste products. A primary source of air pollution, for example, is automobile use, and a primary source of water pollution is sewage. We are truly all polluters. Because every human being pollutes, pollution problems have increased as our population has multiplied. The world’s population grew from 1 billion in 1850 to 2 billion in 1930 to 6.3 billion in 2003 and is projected to grow to 9 billion by 2050. This population explosion has put severe strains on the air and water resources into which we dump our share of pollutants. Moreover, these strains have been aggravated by our tendency to concentrate our populations in urban centers. All over the world, urban areas are growing rapidly, and the high-population densities that urbanization has created multiplies the pollution burdens placed on air and water resources.

The problems of pollution, then, have a variety of origins, and their treatment requires a similarly variegated set of solutions. Our focus in what follows, however, concentrates on a single range of problems: the ethical issues raised by pollution from commercial and industrial enterprises.
pollution from so many new cars promised to have severe environmental impacts. Even “clean” cars will generate carbon dioxide as they burn fuel, thus worsening the greenhouse effect. Cars also produce smog and other health hazards (tuberculosis cases will double; emphysema and lung cancers will rise), and China’s form of gasoline contains lead, a toxic metal. Expanding China’s car production will increase oil consumption, placing heavy pressures on the world’s dwindling oil resources. China’s rising oil consumption was partly responsible for continuing oil prices of over $100 a barrel in 2011 (the high price was also due to civil unrest in the Middle East) that drove the price of gas in the U.S. to over $4 a gallon. If car ownership in China continues to rise, by 2020 China’s oil consumption could be two thirds of the United States’ (the U.S. consumes one-fourth of the world’s oil), a level the world’s oil supplies probably cannot support. Some experts claim world oil production peaked in 2010, leaving declining and more expensive oil supplies to meet the rising demands of China, the United

In 2000, China’s car market began to expand dramatically due to the increasing wealth of the country, the encouragement of the government, and a growing middle class that wanted the comfort, convenience, and pride of car ownership. By 2010 China had become the largest car market in the world with over 18 million cars sold that year. With a population of 1.2 billion people and double-digit growth rates, China estimated that by 2035 as many as 300 million cars would be traveling on its highways. Foreign car companies eagerly flocked to help China expand its car industry, including Volkswagen, General Motors (GM), Honda, Toyota, Ford, Citroen, and BMW, who together invested more than $20 billion to kick-start China’s auto industry in 2000. In 2011, Volkswagen announced it had sold 2 million cars in China the previous year and GM announced it had sold 2.3 million and would be selling 5 million a year by 2015. Critics suggested, however, that the overzealous auto companies unwittingly might be inflicting serious harms on the global environment. To begin with, the
1. Was it wrong for the car companies to help China expand its auto industry?

States, and the rest of the industrialized world, and promising future economic disruptions and political or military conflicts. If China were to substitute electric vehicles for gas-fueled cars, as it plans to, it will have to expand its coal powered electric plants which in turn will increase its carbon dioxide emissions.
Ethics and the Environment

Ecological Ethics

Concern for the environment has a long history. During the thirteenth century, for example, Arabic thinkers discussed air and water pollution and how these were linked to human health\(^8^4\) while in England, King Edward I outlawed the burning of sea coal because its smoke polluted the air of London. Early concern for the environment, however, was for the most part anthropocentric (human-centered), i.e., concern for the environment was based on how it affected the interests of human beings. The natural environment was largely seen as a resource that should serve the interests of human beings and which has only an instrumental value, i.e., it is valuable to the extent that it serves human interests. In the Old Testament book of Genesis, for example, God declares that humans are to “have dominion over the fish of the sea, and over the birds of the air, and over every living thing that moves upon the earth,” and the ancient Greek philosopher Aristotle wrote that “nature has made all things specifically for the sake of man,” while Thomas Aquinas, a thirteenth century philosopher-theologian wrote that nonhumans are “ordered to man’s use.”\(^8^5\) The view that nature has value to the extent that it serves human interests continued into the modern period (with a few exceptions). The philosopher Immanuel Kant, for example, famously wrote that the reason why it is wrong for a person to be cruel to animals is because “cruelty to animals is contrary to man’s duty to himself, since it deadens in him the feeling of sympathy for their sufferings and thus weakens a natural tendency that is very useful to morality in relation to other humans.” The idea here is that a person’s cruelty toward animals is not wrong because of the pain it inflicts on the animal itself, but because of the effect it has on the person’s moral relationships with other humans.

As we will see shortly, the view that the natural environment is valuable only because it serves human interests continues to our own day. Many people today, in fact, work to protect the environment precisely because they hold this view: To them, damage to the environment is morally wrong because it ultimately harms human beings. Those who hold an anthropocentric view of the environment can still believe that air, water, and land pollution, the extinction of species, climate change, the release of radioactive wastes, and the destruction of the ozone layer are all harmful to us and for that reason we must work to stop them. But environmental critics of anthropocentric views argue that holding an anthropocentric view is itself part of the problem. Because we see nature as something that is there to serve us, we pollute and consume it as if it has no value in itself. Critics of anthropocentric views claim that if we do not change our anthropocentric views we will continue to exploit, pollute, and consume nature until it is too late. We will take care of nature only if we accept the view that nature is valuable in itself and that by virtue of its intrinsic value we are obligated to respect and preserve it.

Some opponents of anthropocentrism claim that the problem of pollution (and environmental issues in general) can best be framed in terms of our duty to recognize and preserve the ecological systems within which we live.\(^8^6\) An ecological system is an interrelated and interdependent set of organisms and environments, such as a lake in which the fish depend on small aquatic organisms, which in turn live off decaying plant and fish waste products.\(^8^7\) Because the various parts of an ecological system are interdependent, the activities of one of its parts will affect all the other parts and the well-being of each part depends on the wellbeing of the other parts. Business firms (and all other social institutions) are parts of a larger ecological system, “spaceship earth.”\(^8^8\) Business firms depend on the natural environment for their energy, material resources, and waste disposal, and that environment in turn is affected by the commercial activities of business firms. For example, the activities of eighteenth-century European manufacturers of beaver hats led to the wholesale destruction of beavers in the United States, which in turn led to the drying up of the innumerable swamp lands.
Recognition of the fact that we are only an interdependent part of a larger ecological system, some writers have argued, should lead us to recognize that we have a moral duty to protect the interests not only of human beings, but also of other nonhuman parts of this system. This insistence on what is sometimes called ecological ethics or deep ecology is not based on the idea that the environment should be protected for the sake of human beings. Instead, ecological ethics is based on the idea that nonhuman parts of the environment deserve to be preserved for their own sake, regardless of how this may benefit human beings. As opposed to the view that only humans have intrinsic value and that other things are only instrumentally valuable to the extent that they support or enhance human well-being, an ecological ethic claims that nonhuman parts of the environment—such as animals—have an intrinsic value that is independent of what they contribute to human beings. Thus, we have a moral duty to respect and refrain from harming these nonhumans regardless of whether they make any contribution to our human welfare. Several supporters of this approach have formulated their views in a platform consisting of the following statements:

1. The well-being and flourishing of human and nonhuman life on earth have value in themselves. . . . These values are independent of the usefulness of the nonhuman world for human purposes.
2. Richness and diversity of life forms contribute to the realization of these values and are also values in themselves.
3. Humans have no right to reduce this richness and diversity except to satisfy vital needs.
4. The flourishing of human life and cultures is compatible with a substantial decrease of the human population. The flourishing of nonhuman life requires such a decrease.
5. Present human interference with the nonhuman world is excessive, and the situation is rapidly worsening.
6. Policies must therefore be changed. The changes in policies affect basic economic, technological, and ideological structures. The resulting state of affairs will be deeply different from the present.
7. The ideological change is mainly that of appreciating life quality . . . rather than adhering to an increasingly higher standard of living.
8. Those who subscribe to the foregoing points have an obligation directly or indirectly to participate in the attempt to implement the necessary changes.

An ecological ethic is thus an ethic that claims that because at least some nonhumans are intrinsically valuable, we humans have a duty not to harm them without a sufficiently serious reason. The philosopher Richard Routley has proposed a “mental experiment” to show that nature is intrinsically valuable and should not be harmed without serious reason: Suppose some catastrophic event has killed all human beings but one. Suppose this “last man” had the power to do something that would ensure that every other living thing on Earth, and all Earth’s landscapes, would be destroyed after he himself died. From an anthropocentric view it would not be wrong for him to carry out such a destructive act since no humans would be affected. Yet, Routley argues, we recognize that it would indeed be wrong for the “last man” to destroy everything on the Earth’s surface. This means that we must feel that these other nonhuman things have intrinsic value that is independent of their value to humans. The claims of an ecological ethic then must be correct: at least some nonhumans are
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- The “Last Man” Argument for Ecological Ethics
  - Routley asks us to imagine a man who is Earth’s last survivor.
  - We recognize it is wrong for the last man to destroy all nonhumans.
  - So we must recognize some nonhumans have intrinsic value apart from humans.
intrinsically valuable and we have a moral duty to refrain from harming them without a sufficiently weighty reason.

The claims of ecological ethics clearly have significant implications for those businesses whose activities affect the natural environment and its nonhuman organisms. In June, 1990, for example, environmentalists successfully petitioned the U.S. Fish and Wildlife Service to bar the timber industry from logging potentially lucrative old-growth forests of northern California to save the habitat of an endangered species, the dark-brown northern spotted owl that lived in the lush “old growth” 200-year-old forests of the Pacific Northwest. The decision of the U.S. Fish and Wildlife Service (and the U.S. “Endangered Species Act” on which it was based) was consistent with ecological ethics, although it was estimated to have cost the timber industry millions of dollars, to have lost workers as many as 36,000 lumber jobs, and to have raised the costs of consumer prices for fine wood products such as furniture and musical instruments. Members of the Sea Shepherd Conservation Society have sabotaged whale processing plants, sunk several ships, and otherwise imposed costs on the whaling industry to protect whales. Members of Earth First! have driven nails into randomly selected trees of forest areas scheduled to be logged so that power logging saws are destroyed when they bite into the spiked trees in order to protect forests. All these activities are based on the idea that nature and its parts have an intrinsic value that we have a moral duty to protect and that this value is at least sometimes more weighty than human interests.

There are several varieties of ecological ethics, some more radical and far-reaching than others. Perhaps the most popular version claims that, in addition to human beings, other animals have intrinsic value and are deserving of our respect and protection. Some utilitarians, such as Peter Singer, for example, have claimed that pain is an evil whether it is inflicted on humans or on members of other animal species. In fact, Singer argues, the pain experienced by an animal is as great an evil as a comparable pain experienced by a human being. He grants that a human may be more sensitive to pain than an animal, and a human may suffer more from anticipating the pain than an animal would, so an animal's pain may have to be more intense to be “comparable to” a human’s pain. Nevertheless, at some level of intensity the pain of the animal would become comparable to the pain of the human being, and at that level the animal's pain would be as great an evil as the human’s pain. It follows, Singer concludes, that it is morally wrong to inflict the pain on a human, it is equally wrong to inflict the comparable pain on an animal. It is a form of speciesism (akin to racism or sexism, i.e., a prejudice against members of another group) to think that the moral duty to avoid inflicting pain on members of other species is not equal to our duty to avoid inflicting comparable pain on members of our own species.

Certain nonutilitarians have reached similar conclusions by a different route. They have claimed that the life of every animal “itself has value” apart from the interests of human beings. Because of the intrinsic value of its life, each animal has certain moral rights, in particular the right to be treated with respect. Humans have a duty generally to respect this right, although in some special cases a human’s right might override an animal’s right.

Supporters of views that animals have intrinsic value have imposed substantial costs on cattle ranchers, slaughterhouses, chicken farms, fur companies, and pharmaceutical and cosmetic corporations that use animals to test chemicals. Both the utilitarian and the rights arguments in support of human duties toward animals imply that it is wrong to raise animals for food in the crowded and painful circumstances in which agricultural business enterprises currently raise cows, pigs, and chickens, and wrong to slaughter them in the painful ways in which they are slaughtered. It is wrong, they claim, because there are other ways of raising and slaughtering animals that do not inflict such pain on them. The utilitarian and rights arguments also imply that it is wrong to use animals in
painful test procedures—as millions are currently still used in some industries—when there are alternative kinds of test procedures or when the benefits that come from using the tests cannot justify the animal pains they produce. Companies like Procter & Gamble, Clorox, L’Oreal, Unilever, Dial, Johnson & Johnson, Shiseido, and S.C. Johnson have been singled out by groups like PETA (People for the Ethical Treatment of Animals) as companies that unethically test the toxicity of cosmetics and household products on animals in their labs. For example, experiments in these labs include forcing household cleaners into the stomachs of animals or squirting chemicals into their eyes or spraying hairsprays into their lungs. PETA insists that the benefits of cosmetics and many household products cannot justify inflicting the kind of extreme pain, suffering, and death that such tests inflict on animals. Moreover, they claim, there are alternatives to many animal tests such as testing with computer models, testing on cell cultures, and testing on human volunteers.

Broader versions of ecological ethics would extend our duties beyond the animal world to include plants. Thus, some ecological ethicists have claimed that it is arbitrary and hedonistic to confine our duties to creatures that can feel pain. Instead, they urge, we should acknowledge that all living things including plants have “an interest in remaining alive” and that consequently they deserve moral consideration for their own sakes. Other environmentalists such as Aldo Leopold have claimed that not only living things, but even a natural species or a natural structure—such as a lake, a wild river, a mountain, and even an entire “biotic community”—has a right to have its “integrity, stability, and beauty” preserved. If correct, these views would have important implications for businesses engaged in strip-mining or logging operations.

Some versions of ecological ethics have turned away from talk of duties and obligations and have instead urged an approach toward nature more closely linked to notions of virtue and character. An early version of such an approach was fashioned by Albert Schweitzer, who wrote that when traveling on a river in Africa, “at the very moment when, at sunset, we were making our way through a herd of hippopotamuses, there flashed upon my mind, unforeseen and unsought, the phrase, ‘Reverence for Life’.” As Schweitzer later articulated it, to be a person who has reverence for life is to see life itself, in all its forms, as having inherent worth, a worth that inspires an unwillingness to destroy and a desire to preserve:

> The man who has become a thinking being feels a compulsion to give to every will-to-live the same reverence for life that he gives to his own. He experiences that other life in his own. He accepts as being good: to preserve life, to promote life, to raise to its highest value life which is capable of development; and as being evil: to destroy life, to injure life, to repress life which is capable of development. This is the absolute, fundamental principle of the moral.

More recently, the philosopher Paul Taylor urged a similar approach, writing that “character traits are morally good in virtue of their expressing or embodying a certain ultimate moral attitude, which I call respect for nature.” This respect for nature, Taylor argued, is based on the fact that each living thing seeks its own good and so is a “teleological center of a life”:

> To say it is a teleological center of a life is to say that its internal functioning as well as its external activities are all goal-oriented, having the constant tendency to maintain the organism’s existence through time and to enable it successfully to perform those biological operations whereby it reproduces its kind and continually adapts to changing environmental events and conditions.
The goal-oriented nature of all living things, Taylor argued, implies that all living things have an inherent “good of their own” that should be respected. Such respect is the only attitude consistent with a biocentric outlook that realizes that we ourselves are living members of Earth’s community of life, that we are part of a system of interdependence with other living things, that living things have their own good, and that we are not inherently superior to other living things within that system.

However, these attempts to extend moral rights to nonhumans or claim that an attitude of respect for all nature is morally demanded are still controversial, and some authors have labeled them “incredible.” It is difficult, for example, to see why the fact that something is alive implies that it ought to be alive and that we, therefore, have a duty to keep it alive or to express respect or even reverence for it. It is also difficult to see why the fact that a river or a mountain exists implies that it ought to exist and that we have a duty to keep it in existence or revere it. Facts do not imply values in this easy way. It is also controversial whether we can claim that animals have rights or intrinsic value. But we do not have to rely on these views to develop an environmental ethic. As we mentioned earlier, there are other more traditional, although anthropocentric, approaches to environmental issues. One is based on a theory of human rights, and the other is based on utilitarian considerations.

**Environmental Rights and Absolute Bans**

In an influential article, William T. Blackstone argued that the possession of a livable environment is not merely a desirable state of affairs, but something to which each human being has a right. That is, a livable environment is not merely something that we would all like to have: It is something that others have a duty to allow us to have. They have this duty, Blackstone argued, because we each have a right to a livable environment, and our right imposes on others the correlative duty of not interfering in our exercise of that right. This is a right, moreover, that should be incorporated into our legal system.

Why do human beings have this right? According to Blackstone, a person has a moral right to a thing when possession of that thing is “essential in permitting him to live a human life” (i.e., in permitting him to fulfill his capacities as a rational and free being). At this time in our history, it has become clear that a livable environment is essential to the fulfillment of our human capacities. Consequently, human beings have a moral right to a decent environment, and it should become a legal right. Moreover, Blackstone adds, this moral and legal right should override people’s legal property rights. Our great and increasing ability to manipulate the environment has revealed that, unless we limit the legal freedom to engage in practices that destroy the environment, we shall lose the very possibility of human life and the possibility of exercising other rights, such as the right to liberty and equality.

Several states have introduced amendments to their constitutions that grant to their citizens an environmental right, much like Blackstone advocated. Article One of the Constitution of Pennsylvania, for example, was amended several years ago to read:

> The people have a right to clean air, pure water, and to the preservation of the natural scenic, historic, and aesthetic values of the environment. Pennsylvania’s natural resources ... are the common property of all the people, including generations yet to come. As trustee of these resources, the commonwealth shall preserve and maintain them for the benefit of all people.

To a large extent, something like Blackstone’s concept of environmental rights is recognized in federal law. Section 101(b) of the National Environmental Policy Act of...
1969, for example, states that one of its purposes is to “assure for all Americans safe, healthful, productive, and aesthetically and culturally pleasing surroundings.” Subsequent acts tried to achieve this purpose. For example, the Water Pollution Control Act of 1972 required firms, by 1977, to use the “best practicable technology” to get rid of pollution (i.e., technology used by several of the least-polluting plants in an industry); the Clean Water Act of 1977 required that, by 1984, firms must eliminate all toxic and nonconventional wastes with the use of the “best available technology” (i.e., technology used by the one least-polluting plant). The Air Quality Act of 1967 and the Clean Air Amendments of 1970 and 1990 established similar limits to air pollution from stationary sources and automobiles and provided the machinery for enforcing these limits. These federal laws did not rest on a utilitarian cost-benefit analysis. That is, they did not say that firms should reduce pollution so long as the benefits outweigh the costs. Instead, they simply imposed absolute bans on pollution regardless of the costs involved. Such absolute restrictions can best be justified by an appeal to people’s rights.

Federal statutes in effect impose absolute limits on the property rights of owners of firms, and Blackstone’s arguments provide a plausible rationale for limiting property rights in these absolute ways for the sake of a human right to a clean environment. Blackstone’s argument obviously rests on a Kantian theory of rights: Because humans have a moral duty to treat each other as ends and not as means, they have a correlative duty to respect and promote the development of each person’s capacity to freely and rationally choose for himself or herself.

The main difficulty with Blackstone’s view, however, is that it fails to provide any nuanced guidance on several pressing environmental choices. How much pollution control is really needed? Should we have an absolute ban on pollution? How far should we go in limiting property rights for the sake of the environment? What goods, if any, should we cease manufacturing to halt or slow environmental damage? Who should pay for the costs of preserving the environment? Blackstone’s theory gives us no way of handling these questions because it imposes a simple and absolute ban on pollution.

This lack of nuance in the absolute rights approach is especially problematic when the costs of removing certain minimal amounts of pollution are high and the results are insignificant. Consider the situation of a pulp company as reported by its president:

Surveys conducted along the lower Columbia River since completion of primary treatment facilities at our mills show that water-quality standards are being met and that the river is being used for fishing, swimming, water supply, and recreation. In all respects, therefore, the 1985 goals of the [Federal Water Pollution Control] act are presently being met. But the technical requirements of the act call for installation of secondary treatment facilities at our mills at Camas and Wauna. The cost will be about $20 million and will not result in any measurable improvement of water quality on the river. On the contrary, the total environmental effect will be negative. We calculate that it will take about 57 million kwh of electricity and nearly 8000 tons of chemicals to operate these unnecessary facilities. Total power requirements will involve burning 90,000 bbl/yr of scarce oil, in turn creating 900,000 lb of pollutants at the generating source.\textsuperscript{111}

It has been suggested that there is a way of thinking about the “right to a clean environment” that would answer, at least partially, the problem this pulp company president points out. As he suggests, once the waters of a lake or a stream, for example, have been cleansed of 99.999999 percent of all pollutants, removing the remaining .000001 percent
may provide insignificant benefits. Beyond a certain point, additional removal of pollutants is hardly worth the investment to remove them. But what is this point? If we return to Blackstone’s claim that we have a right to a clean environment, we can see that the basis of this right is the more basic right to “live a human life,” i.e., a right to fulfill our capacities as free and rational persons. This reasoning suggests that the right to a clean environment is a right to an environment that is clean enough to allow all of us to live a full human life, i.e., an environment in which pollution does not prevent us from living healthy and fulfilled lives. This idea that the environment must be cleaned only up to the point at which it allows us to live healthy and fulfilled human lives has sometimes been called the “safety standard.” It implies that once the environment is “safe” enough for us to live healthy and fulfilled lives, more cleansing is not morally required.

At what point is the environment “safe” enough? Governments have struggled with this question as they have attempted to implement the many laws that seem to require absolutely no pollution. The U.S. government has often decided that when exposure to pollution during one year poses a risk of death of 1 in 1 million or less, it is safe enough; and when, during a year, exposure poses a risk of death of 3 in 10,000 or more, it is unsafe and must be cleaned up. Risks that lie in-between are handled on a case-by-case basis. This means that when pollution kills no more than 1 person out of a million who were exposed to it during a year, it is safe enough; when it kills 3 or more persons out of 10,000 who were exposed to it during a year, it is unsafe and must be addressed. But this way of dealing with the problem of how safe is safe enough, has not been acceptable to everyone. Many people claim that if 1 person out of a million dies every year from exposure to pollution, then the pollution is still too high: that one person also had a right to a healthy environment and that right was violated. But is this claim justified? It seems unrealistic to demand the complete elimination of absolutely all risks to life and health because fulfilling that demand would impose unacceptable costs and burdens on all of us.

Another different kind of problem “absolute bans” on pollution raise is their potential impact on plant closings and jobs. Some politicians have claimed that pollution control legislation costs as much as 160,000 jobs a year. However, the EPA studied the period between 1971 and 1981 and found only 153 plant closings that possibly could be attributed to environmental legislation, and these closings accounted for only 32,611 jobs, for an average of 3,200 jobs lost a year. A U.S. Department of Labor study of layoffs during 1987 to 1991 found that of 2,546 layoff events only 4 were attributable to environmental and safety regulations. Many, perhaps most, of the workers affected by these closings found other jobs, and many new jobs have been created by companies that design, manufacture, and install pollution-control devices. Nevertheless, environmental legislation clearly imposes some minimal level of costs on those workers who are at least temporarily displaced by those layoffs attributable to environmental regulations.

Because of the objections raised against absolute bans, the U.S. federal government in the early 1980s began to turn to methods of pollution control that tried to balance the costs and benefits of controlling pollution and that did not impose absolute bans. Since then cost-benefit analyses have played a much bigger role in environmental regulations. These regulatory approaches are not based on the notion that people have absolute environmental rights, but on a utilitarian/economic approach to the environment.

**Markets and Partial Controls**

One way to answer the questions that Blackstone’s theory of environmental rights raises is to see environmental problems as market defects. If an industry pollutes the environment, the market prices of its commodities will no longer reflect the full
costs of producing the commodities; the result is a misallocation of resources, a rise in waste, and an inefficient distribution of commodities. Consequently, society as a whole is harmed as its overall economic welfare declines. Individuals, then, should avoid pollution because they should avoid harming society’s welfare. The following paragraphs explain this argument in greater detail and explain the more nuanced approach to pollution that this market analysis is said to provide.

Private Costs and Social Costs

Economists often distinguish between what it cost a private manufacturer to make a product and what the manufacture of that product cost society as a whole. Suppose, for example, that an electric firm consumes a certain amount of fuel, labor, and equipment to produce 1 kilowatt of electricity. The cost of these resources is its private cost: The price it must pay out of its own pocket to manufacture 1 kilowatt of electricity. However, producing the kilowatt of electricity may also involve other external costs for which the firm does not pay. When the firm burns fuel, for example, it may generate smoke and soot that settles on surrounding neighbors, who have to bear the costs of cleaning up the grime and paying for any medical problems the smoke creates. From the viewpoint of society as a whole, then, the costs of producing the kilowatt of electricity include not only the internal costs of fuel, labor, and equipment for which the manufacturer pays, but also the external costs of cleanup and medical care that the neighbors pay. This sum total of costs (the private internal costs plus the external costs the neighbors must pay) are the social costs of producing the kilowatt of electricity: the total price society must pay to manufacture 1 kilowatt of electricity. Of course, private costs and social costs do not always diverge as in this example; sometimes the two coincide. If a producer pays for all the costs involved in manufacturing a product, for example, or if manufacturing a product imposes no external costs, then the producer’s costs and the total social costs are the same.

Thus, when a firm pollutes its environment in any way, the firm’s private costs are always less than the total social costs involved. Whether the pollution is localized and immediate, as in the neighborhood effects described in this example, or whether the pollution is global and long-range, as in the hot-house effects predicted to follow from introducing too much carbon dioxide into the atmosphere, pollution always imposes external costs—that is, costs for which the person who produces the pollution does not have to pay. Pollution is fundamentally a problem of this divergence between private and social costs.

Why should this divergence be a problem? It is a problem because when the private costs of manufacturing a product diverge from the social costs involved in its manufacture, markets no longer price commodities accurately. Consequently, they no longer allocate resources efficiently. As a result, society’s welfare declines. To understand why markets become inefficient when private and social costs diverge, let us suppose that the electrical power industry is perfectly competitive (it is not, but let us suppose it is). Suppose, then, that market supply curve S in Figure 7 reflects the private costs producers must pay to manufacture each kilowatt of electricity. The market price will then be at the equilibrium point E, where the supply curve based on these private costs crosses the demand curve.

In the hypothetical situation in Figure 7, the curves intersect at the market price of 3.5 cents and at an output of 600 million kilowatt hours. Suppose that, besides the private costs that producers incur in manufacturing electricity, the manufacture of electricity also imposes external costs on their neighbors in the form of environmental pollution. If these external costs were added to the private costs of producers, then
a new supply curve, \( S' \), would result that would take into account all the costs of manufacturing each kilowatt hour of electricity, as in Figure 8.

The new supply curve in Figure 7, \( S' \), which includes only the manufacturer’s private costs, shows the quantities of electricity that would be supplied if all the costs of producing the electricity were taken into account and the prices that would have to be charged for each kilowatt hour if all costs were thus taken into account. As the new curve, \( S' \), indicates, when all the costs are taken into account, the market price of the commodity, 4.5 cents, will be higher, and the output, 350 million kilowatt hours, will be lower than when only private costs are incorporated. Thus, when only private costs are taken into account, the electricity is underpriced and overproduced. This, in turn, means that the electricity market is no longer allocating resources and distributing commodities so as to maximize utility. Three ethical deficiencies can be noted.

First, allocation of resources in markets that do not take all costs into account is not optimal because, from the point of view of society as a whole, more of the commodity is being produced than society would demand if society had an accurate measure available of what it is actually paying to produce the commodity. Because the commodity is being overproduced, more of society’s resources are being consumed to produce the commodity than is optimal. The resources being consumed by overproduction of the commodity are resources that could be used to produce other commodities for which there would be greater demand if prices accurately reflected costs. Resources are thereby being misallocated.

Second, when external costs are not taken into account by producers, producers ignore these costs and make no attempt to minimize them like they minimize their other costs. Because the firm does not have to pay for external costs, it uses up and wastes the resources being consumed by these external costs (such as clean air). There

---

**Quick Review 7**

- Markets and Pollution
  - Total costs of making a product include a seller’s internal private costs and the external costs of pollution paid by society.
  - A supply curve based on all costs of making a product lies higher than one based only on sellers’ internal private costs and the higher supply curve crosses the demand curve at a lower quantity and a higher price than the lower supply curve.
  - So when sellers’ costs include only private costs, too much is produced and price is too low (compared to when all costs are included), which lowers utility, and violates rights, and justice.
may be technologically feasible ways of producing the same commodities without polluting or by polluting less, but the producer will have no incentive to find them.

Third, when the production of a commodity imposes external costs on third parties, goods are no longer efficiently distributed to consumers. External costs introduce effective price differentials into markets: Everyone does not pay equal prices for the same commodities. The neighbors who live near our imaginary electric plant, for example, pay not only the prices the plant charges everyone else for electricity, but also the costs the smoke from the burning fuel imposes on them in the form of extra cleaning bills, medical bills, painting bills, and so forth. Because they must pay for these extra external costs, of course, they have fewer funds to pay for their share of market commodities. Consequently, their share of goods is not proportioned to their desires and needs as compared with the shares of those who do not have to pay the extra external costs.

Pollution, then, imposes external costs, and this in turn means that the private costs of production are less than the social costs. As a consequence, markets with pollution do not impose an optimal discipline on producers, and the result is a drop in social utility. Pollution of the environment, then, is a violation of the utilitarian principles that underlie a market system.

Pollution also violates the kind of justice or fairness that characterizes a free competitive market. In a well-functioning competitive market the value of what buyers and sellers on average receive from their market exchanges equals the value of what they contribute. But when a market generates pollution, there are external costs that some people have to pay in addition to what they pay for the goods they receive from the market. These costs are unfair: They are costs the producer imposes on people (for example, the people who live near an electric plant that rains coal soot on them, forcing them to pay higher doctor bills and cleaning bills and to accept declining property values) and for which these people unfairly get nothing in return. (Pollution is also related to other forms of justice, as we will see later.)

Finally, it is also clear that pollution violates the rights that characterize a free competitive market. In a free competitive market all market exchanges are voluntary and so the market respects participants’ negative right to choose the exchanges they will make. Moreover, people are free to enter or leave the market and no producer so dominates the market that it can force others to accept its terms. However, when a producer generates pollution, that producer imposes costs on people that they did not voluntarily choose, thereby violating their right to choose. Moreover, the victims of pollution were never given the choice to enter or leave the “market” in which they find themselves burdened with costs for which they get nothing in return. And because the producer dominates the exchange, the producer in effect forces its victims to accept its terms: i.e., pay its costs and get nothing in return.

Pollution, then, not only violates utility, but also violates justice and rights.

Remedies: The Duties of the Firm

The remedy for external costs, according to the preceding market analysis, is to ensure that the costs of pollution are internalized—that is, that they are absorbed by the producer and taken into account when determining the price of its goods. In this way, goods will be accurately priced, market forces will provide the incentives that will encourage producers to minimize external costs, and some consumers will no longer end up paying more than others for the same commodities. Justice will once more reassert itself because the people who were being victimized by pollution costs no longer have to pay those costs, and people’s rights will no longer be violated because they are no longer forced into exchanges they did not voluntarily choose.
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Ethical Approaches to Environmental Protection

- Ecological approach: nonhumans have intrinsic value
- Environmental rights approach: humans have a right to a livable environment
- Market approach: external costs violate utility, rights, and justice so they should be internalized.

internalization of the costs of pollution
Absorption of external costs by the producer, who then takes them into account when determining the price of goods.
There are various ways to internalize the external costs of pollution. One way is for the polluting agent to pay to all of those being harmed, voluntarily or by law, an amount equal to the costs the pollution imposes on them. When Union Oil’s drilling in the Santa Barbara channel on the California coast led to an oil spill, the total costs that the spill imposed on local residents and state and federal agencies were estimated at about $16,400,000 (including costs of cleanup, containment, administration, damage to tourism and fishing, recreational and property damages, and loss of marine life). Union Oil paid about $10,400,000 of these costs voluntarily by paying for all cleanup and containment of the oil, and it paid about $6,300,000 in damages to the affected parties as the result of litigation.\(^{121}\) Thus, the costs of the oil spill were internalized, in part voluntarily and in part through legal enforcement. When the polluting firm pays those on whom its manufacturing processes impose costs, as Union Oil did, it is led to figure these costs into its own subsequent price determinations. Market mechanisms then lead it to come up with ways of cutting down pollution to cut down its costs. After the Santa Barbara oil spill, for example, Union Oil invested considerable amounts of money in developing methods to minimize pollution damage from its own oil spills. (Yet, as the British Petroleum Oil Spill in the Gulf of Mexico during the summer of 2010 showed, not all oil companies have made similar investments in the technology needed to deal with oil spills.)

A problem with this way of internalizing the costs of pollution, however, is that when several polluters are involved, it is not always clear just who is being damaged by whom. How much of the environmental damage caused by several polluters should be counted as damages to my property and how much should be counted as damages to your property, when the damages are inflicted on things such as air or public bodies of water, and for how much of the damage should each polluter be held responsible? Moreover, the administrative and legal costs of assessing damages for each distinct polluter and granting separate compensation to each distinct claimant (i.e., the transaction costs) can become substantial.

A second way of internalizing the costs of pollution is for the polluter to stop pollution at its source by installing pollution-control devices. In this way, the external costs of polluting the environment are translated into the internal costs the firm pays to install pollution controls. Once costs are internalized in this way, market mechanisms again provide cost-cutting incentives and ensure that prices reflect the true costs of producing the commodity. In addition, the installation of pollution-control devices serves to eliminate the long-range effects of pollution.

**Justice**

This way of dealing with pollution (i.e., by internalizing costs) also seems to be consistent with the requirements of distributive justice insofar as distributive justice favors equality. Observers have noted that pollution can increase inequality.\(^{122}\) If a firm pollutes, its stockholders benefit because their firm does not have to absorb the external costs of pollution; this leaves them with greater profits. And those customers who purchase the firm’s products also benefit because the firm does not charge them for all the social costs required to make the product. Therefore, the beneficiaries of pollution tend to be those who can afford to buy a firm’s stock and its products. However, the external costs of pollution are borne largely by the poor—a phenomenon some have termed *environmental injustice*.\(^{123}\) Property values in polluted neighborhoods are generally lower, and consequently they are inhabited by the poor (not by choice but because they have no other option) and abandoned by the wealthy. Thus, pollution can produce a net flow of benefits away from the poor and toward the well-off, thereby increasing inequality. In addition, several studies have supported claims of *environmental racism*: claims that pollution levels tend to be
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**Environmental Injustice**: The bearing of external costs of pollution largely by those who do not enjoy a net benefit from the activity that produces the pollution.
correlated with race so that the higher the proportion of racial minorities living in an area, the higher the likelihood that the area is subject to pollution. To the extent that pollution is correlated with income and race, pollution violates distributive justice. Internalizing the costs of pollution, as utilitarianism requires, would rectify matters by removing the burdens of external costs from the backs of minorities and the poor and placing them in the hands of the more wealthy: the firm’s stockholders and its customers. By and large, therefore, the utilitarian claim that the external costs of pollution should be internalized is consistent with the requirements of distributive justice.

We must add an important qualification, however: if a firm makes basic goods (food products, clothing, gasoline, automobiles) for which the poor must allocate a larger portion of their budgets than the affluent, then internalizing costs may place a proportionately greater burden on the poor than on the affluent because the prices of these basic goods will rise. The poor may also suffer if the costs of pollution control rise so high that unemployment results (although as noted earlier, current studies indicate that the unemployment effects of pollution-control programs are transitory and minimal). There is some rudimentary evidence that tends to show that current pollution-control measures place greater burdens on the poor than on the wealthy. This suggests the need to integrate distributional criteria into our pollution-control programs.

Internalizing external costs also seems to be consistent with the requirements of retributive and compensatory justice. Retributive justice requires that those who are responsible for and benefit from an injury should bear the burdens of rectifying the injury, whereas compensatory justice requires that those who have been injured should be compensated by those who injure them. Taken together, these requirements imply that (a) the costs of pollution control should be paid by those who cause pollution and who have benefited from pollution activities, whereas (b) the benefits of pollution control should flow to those who have had to bear the external costs of pollution. Internalizing external costs seems to meet these two requirements: (1) The costs of pollution control are borne by stockholders and customers, both of whom benefit from the polluting activities of the firm, and (2) the benefits of pollution control flow to those neighbors who once had to put up with the firm’s pollution.

**Costs and Benefits**

The technology for pollution control has developed effective, but sometimes costly methods for reducing pollution. Up to 60 percent of water pollutants can be removed through primary screening and sedimentation processes, up to 90 percent can be removed through more expensive secondary biological and chemical processes, and amounts over 95 percent can be removed through even more expensive tertiary chemical treatment. Air pollution abatement techniques include the use of fuels and combustion procedures that burn more cleanly; mechanical filters that screen or isolate dust particles in the air; scrubbing processes that pass polluted air through liquids that remove pollutants; and, most expensive of all, chemical treatment that transforms gases into more easily removed compounds.

It is possible, however, for a firm to invest too much in pollution-control devices, an issue that we briefly noted when discussing “absolute bans” on pollution. Suppose, for example, that the pollution from a certain firm causes $100 worth of environmental damage, and suppose that the only device that can eliminate this pollution would cost the firm at least $1,000. Then it would seem—at least from a utilitarian point of view—that the firm should not install the device; if it does so, the economic utility of society will decline: The costs of eliminating the pollution will be greater than the benefits society will reap, thereby resulting in a shrinkage of total utility.
How much should a firm invest in pollution control then? Consider that the costs of controlling pollution and the benefits derived from pollution control are inversely related. As one rises, the other falls. Why is this so? Think for a moment that if a body of water is highly polluted, it will probably be quite easy and consequently, quite cheap to filter out a certain limited amount of pollutants. To filter out a few more pollutants, however, will require finer and, therefore, additional and more expensive filters. Costs will keep climbing for each additional level of purity desired, and getting out the last few molecules of impurities would require astronomically expensive additional equipment. However, getting out those last traces of impurities will probably not matter much to people and will be of little benefit. At the other end of the scale, however, getting rid of the first gross amounts of pollutants will be highly beneficial to people: The costs of damages from these pollutants are substantial. Consequently, if we plot as curves on a graph the costs of removing pollution and the benefits of removing pollution (which are equivalent to the external costs removed), the result will be two intersecting curves, as illustrated in Figure 9. What is the optimal amount of pollution control? Obviously, the point at which the two lines cross. At this point, the costs of pollution control exactly equal its benefits. If the firm invests additional resources in removing pollution, society’s net utility will decline. Beyond this point, the firm should resort to directly or indirectly (i.e., through taxes or other forms of social investment) paying society for the costs of polluting the environment.

To enable the firm to make such cost-benefit analyses, researchers have devised an array of theoretical methods and techniques for calculating the costs and benefits of removing pollution. These make use of estimates of consumer surplus, rents, market prices and shadow prices, adjustment for transfers, discounted future values, and recognition of risk factors. Thomas Klein summarized the procedures for cost-benefit analysis as follows:

1. Identify costs and benefits of the proposed program and the person or sectors incurring or receiving them. Trace transfers.
2. Evaluate the costs and benefits in terms of their value to beneficiaries and donors. The standard of measure is the value of each marginal unit to demanders and suppliers ideally captured in competitive prices. Useful refinements involve:
   (a) Incorporating time values through the use of a discount rate.
   (b) Recognizing risk by factoring possible outcomes according to probabilities and, where dependent, probability trees.
3. Add up costs and benefits to determine the net social benefit of a project or program.
To avoid erratic and costly use of these procedures, Klein recommended that firms introduce a system of social accounting that “routinely measures, records, and reports external effects to management and other parties.”

It is at this point, however, that a fundamental difficulty in the utilitarian approach to pollution emerges. The cost-benefit analyses just described assume that the costs and benefits of reducing pollution can be accurately measured. In some cases (limited and local in character), cost-benefit measurements are available. The costs and benefits of cleaning up the oil spilled by Union Oil at Santa Barbara several years ago, for example, were more or less measurable. However, the costs and benefits of pollution removal are difficult to measure when they involve damages to human health and loss of life: What is the price of life?

Measurement is also difficult when the effects of pollution are uncertain and, consequently, difficult to predict: What will be the effects of increasing the carbon dioxide content of our atmosphere by burning more coal, as the United States is now starting to do? In fact, perhaps the major problem involved in obtaining the measurements needed to apply cost-benefit analysis to pollution problems is the problem of estimating and evaluating risk (i.e., the probability of future costly consequences). Many new technologies carry with them unknown degrees of risk to present and future generations. Moreover, even if the risk associated with a new technology were known, it is unclear how much weight it should be given in a social cost-benefit analysis. Imagine, for example, that society currently accepts with some indifference a 0.01 risk of death associated with driving. Does it then follow that society also should be indifferent to accepting a 0.01 risk of death from the introduction of a certain new technology? Obviously not, because risk is cumulative: The new technology will double society’s risk of death to 0.02. Although society may be indifferent to carrying a 0.01 risk of death, it may find a 0.02 risk unacceptable. Knowing the risk of a certain costly future event does not, then, necessarily tell us the value that society will place on that risk once it is added to the other risks society already runs. To add to the difficulties, individuals differ substantially in their aversion to risk: Some individuals like to gamble, whereas others find it distasteful.

The almost insurmountable problems involved in getting accurate pollution measurements are illustrated by the few federal estimates of the benefits produced by pollution-control activities. The present financial costs of pollution control are fairly easy to obtain by examining reports on expenditures for pollution equipment. However, the benefits that these expenditures produce are difficult to measure accurately because these benefits are often unquantifiable. For example, the White House Office of Management and Budget (OMB) each year compiles estimates of the annual benefits and costs of major federal regulations (entitled Report to Congress on the Costs and Benefits of Federal Regulations). The OMB estimated that between 2000 and 2010, regulations limiting air pollution produced annual benefits of $77,300–$535,130 million and imposed costs of $19,500–$24,600 million, while regulations limiting water pollution produced annual benefits of $1,300–$3,900 million and imposed costs of $1,100–$1,200 million. Clearly, the OMB analysis showed that our air pollution laws generate significantly more benefits than costs, and that our water pollution laws probably generate more benefits than costs. Yet, the estimates of the OMB are based on uncertain methodologies, and they omit many of the important effects of pollution, such as the future costs imposed by long-range global effects of pollution like the effects of carbon dioxide buildup and ozone depletion, as well as the aesthetic benefits from the elimination of pollution. In addition, many regulations save lives, or extend life, or reduce the risk of death, and in all of these cases, the OMB is forced to make controversial assumptions about the value of human life.
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Optimal Level of Pollution Removal in Utilitarian Approach

- Costs of removing pollutants rise as benefits of removal fall
- Optimal level of removal is point where its costs equal its benefits
- But when costs and benefits are not measurable, utilitarian approach fails
- When costs and benefits are not measurable some use the precautionary principle, others the maximin rule.
The problems involved in getting accurate measurements of the benefits and costs of pollution control are also illustrated by the difficulties businesses have encountered in trying to construct a social audit (a report of the social costs and social benefits of the firm’s activities). Those who advocate that a corporation should measure and report the social impacts of its activities have been forced to “recognize that the goal of measuring all impacts of all actions on all conditions and all publics, using standard techniques and units, considerably exceeds current capabilities and that compromises and modifications are inevitable.”135 As a result of this inability to measure benefits, so-called social audits are often nothing more than qualitative descriptions of what a firm is doing. Without definite quantitative measurements of the benefits deriving from its attempts to reduce pollution, however, a firm has no way of knowing whether its efforts are cost-effective from a social point of view.

These measurement difficulties pose significant technical problems for utilitarian approaches to pollution. In addition, the use of utilitarian cost-benefit analysis is sometimes based on assumptions that are inconsistent with people’s moral rights. Advocates of utilitarian cost-benefit analysis sometimes assume that if the benefits of a certain technology or manufacturing process clearly outweigh its costs, then it is morally permissible to impose the process on unwilling citizens. For example, a government report makes the following recommendations:

Because nuclear problems are such highly emotional issues and becoming even more so, as evidenced by the states that have indicated an unwillingness to permit nuclear waste disposal within their boundaries, it may be impossible to get the public and political support necessary for a given state to accept nuclear waste. Ultimately, if state approval for waste repository sites cannot be obtained within an established time, the federal government might have to mandate selections. While such action would not be easy it may be necessary if the waste problem is to be solved in a reasonable time.136

However, recommendations of this type seem to violate the basic moral right that underlies democratic societies: Persons have a moral right to be treated only as they have consented to be treated. If people have not consented to take on the costs of a technology (and indicate this unwillingness, e.g., through local legislation, hearings, or opinion surveys), then their moral right of consent is violated when these costs are imposed on them anyway. Using only cost-benefit analysis to determine whether a new technology or manufacturing process should be adopted, then, ignores the question of whether the costs involved are voluntarily accepted by those who must bear them or whether they are unilaterally imposed on them by others in violation of their rights.

It should be noted that although the right of consent seems to imply that decisions concerning pollution control should always be left in the hands of the ordinary citizen, this implication is not always necessarily correct. People can give their informed consent to a risky project only if they have an adequate understanding of the project and its attendant risks. However, contemporary technology is often so complex that even experts disagree when estimating and assessing the risks it may involve (e.g., in the past scientists have disagreed wildly over the safety of using nuclear power). Therefore, it may be impossible for ordinary citizens to understand and assess the risks that a certain polluting technology will impose on them. Consequently, it may be impossible, in principle, for them to give their informed consent to it.

In view of all the problems raised by market or cost-benefit approaches to pollution, it may be that alternative approaches are more adequate. In particular, in light of all the uncertainties that cost-benefit analysis involves, it may be that the absolute bans.
on pollution that are still incorporated in many federal laws, and the rights theory on which these absolute bans rest, are a more adequate approach to pollution issues than utilitarian cost-benefit analysis, at least when costs and benefits are uncertain. That is, when the costs and benefits of cleaning up our pollution are uncertain, we should simply clean it up, provided only that it is feasible and affordable for us to do so.

Some argue that a similarly stringent approach is particularly necessary when the costs of a practice or technology are potentially catastrophic and irreversible (e.g., climate change). When potentially catastrophic and irreversible costs are involved, they claim, we should adopt the “precautionary principle.” The precautionary principle says that if a practice or technology carries an unknown risk of catastrophic and irreversible consequences, but we are uncertain how large that risk is (maybe uncertain even whether there is any risk at all), then the practice or technology should be rejected until we are certain that the risk is nonexistent or insignificant. The precautionary principle has been adopted as a legal principle by the European Union (which includes almost all European nations), and has been endorsed in several environmental treaties. A weak version of the principle says it does not apply to a practice or technology unless there is scientific evidence that shows there is some likelihood it will lead to catastrophic harm. A strong version says the principle applies to any proposed practice or technology unless those who propose it provide scientific evidence that the practice or technology carries no risk of catastrophic harm. The weak version places the burden of proof (that there is some risk) on those who want to reject a possibly risky technology, while the strong version places the burden of proof (that there is no risk) on those who want to adopt possibly risky technology.

Others suggest that when risks cannot be assessed, justice requires we identify those who are most vulnerable and who would have to bear the heaviest costs if things should go wrong, and then choose the option that will protect them from having to bear these costs. For example, future generations and those who are currently children are vulnerable to the choices we now make about greenhouse gas emissions and they will have to pay the most for global warming, so we should choose now only those options that we know will protect them from having to bear the costs of global warming. Finally, yet others suggest that when risks cannot be measured, the most rational procedure is to first assume that the worst will happen and then choose the option that leaves us best off when the worst happens (this is the so-called maximin rule of probability theory). For example, in making decisions about greenhouse gas emissions, we should first assume that the worst predictions about global warming are correct. Then, we should choose that option that will leave us best off on the assumption that the worse predictions about global warming will turn out to be correct.

It is unclear which, if any, of these alternative approaches should be adopted when we are uncertain whether the costs of our choices will be catastrophic. But it is clear that many environmental issues carry this kind of uncertainty, including: climate change, species extinctions, loss of biodiversity, spread of genetically modified organisms, and severe pollution.

Social Ecology, Ecofeminism, and the Demands of Caring

The difficulties inherent in cost-benefit and rights-based approaches to the ethical issues raised by environmental degradation have led many to look for alternative approaches. Some have argued, in fact, that cost-benefit and rights-based theories embody a kind of calculative and rationalistic way of thinking that is responsible for environmental crises. Cost-benefit thinking assumes that nature is to be measured and used efficiently, whereas rights-based theories see humans and other entities in

*precautionary principle* The principle that if a practice carries an unknown risk of catastrophic and irreversible consequences, but it is uncertain how large that risk is, then the practice should be rejected until it is certain the risk is nonexistent or insignificant.
individualistic terms and ignore their relationships with the rest of nature. These ways of thinking, it has been argued, are tightly linked to the kind of society in which we live.

Many thinkers have argued that the environmental crises we face are rooted in the social systems of hierarchy and domination that characterize our society. This view, now referred to as social ecology, holds that until those patterns of hierarchy and domination are changed, we will be unable to deal with environmental crises. In a hierarchical social system, one group holds power over another and members of the superior group are able to dominate those of the inferior group and get them to serve their ends. Examples of such systems of hierarchy include social practices such as racism, sexism, and caste systems, as well as social institutions such as property rights, capitalism, bureaucracies, and the mechanisms of government. Such systems of hierarchy and domination go hand in hand with the widespread environmental destruction taking place all around us and with economic ways of managing the environment.

Murray Bookchin, the most well-known proponent of this view, wrote:

“We must look into the cultural forms of domination that exist in the family, between generations, sexes, racial and ethnic groups, in all institutions of political, economic, and social management, and, very significantly, in the way we experience reality as a whole, including nature and nonhuman life forms.”

Systems of hierarchy and domination, Bookchin suggested, facilitate the rise of a broad cultural mentality that encourages domination in many forms, including the domination of nature. Success becomes identified with dominance and control: The greater the number of people who work for a person, the greater that person’s wealth, power, and status, and the more successful the person is deemed to be. Success also becomes identified with the domination of nature as society comes to identify “progress” with the increasing ability to control and dominate nature and its processes. Science, technology, and agriculture all join hands in this attempt to dominate and control nature. Weighing the costs and benefits of destroying nature is inevitable in this perspective. The widespread destruction of nature that results, then, cannot be halted until our societies become less hierarchical, less dominating, and less oppressive. The ideal society is one that rejects all domination and in which all power is decentralized. Agriculture and technology would be restricted to those kinds that are sustainable and which allow humans to live in harmony with nature.

Several feminist thinkers have argued that the key form of hierarchy connected to destruction of the environment is the domination of women by men. Ecofeminism has been described as “the position that there are important connections—historical, experiential, symbolic, theoretical—between the domination of women and the domination of nature, an understanding of which is crucial to both feminism and environmental ethics.” Ecofeminists have argued that the root of our ecological crisis lies in a pattern of domination of nature that is tightly linked to the social practices and institutions through which women have been subordinated to men. Underlying this subordination of women to men are ways of thinking that justify and perpetuate the subordination. One key pattern of thinking—the “logic of domination”—sets up dualisms (masculine–feminine, reason–emotion, artificial–natural, mind–body, objective–subjective) that are used to characterize men and women. Because of their roles in childbearing, childraising, and human sexuality, women are seen as more emotional, closer to nature and the body, and more subjective and passive, whereas men are masculine, more rational, builders of artifacts, and more objective and active. The masculine characteristics are then seen as superior to and more valuable than

**Social Ecology**
The environmental crises we face are rooted in the social systems of hierarchy and domination that characterize our society.

**Ecofeminism**
Belief that the root of our ecological crisis lies in a pattern of domination of nature that is tightly linked to the social practices and institutions through which women have been subordinated to men.
the feminine characteristics (reason, objectivity, and the mind are superior to emotion, subjectivity, and bodily feelings), and this is taken as justifying the subordination of women to men. This subordination of what is feminine in turn is transferred to nature, which is seen as feminine (for example, we refer to nature as “mother nature”) and with which women are felt to be more closely associated. Thus, the domination of nature accompanies the domination of women, and as women are exploited for the interests of men, so too is nature.

If the forms of thinking that accompany hierarchy and domination are responsible for the destruction of the environment, with what should they be replaced? Social ecologists such as Bookchin have argued that humans should see themselves as stewards of nature, not as masters who should dominate nature. Some ecofeminists have argued that women should strive for an androgynous culture, which eradicates traditional gender roles and does away with the distinction between feminine and masculine that justifies a destructive domination of nature. Many ecofeminists have argued that instead one should try “to remedy ecological and other problems through the creation of an alternative ‘women’s culture’… based on revaluing, celebrating and defending what patriarchy has devalued, including the feminine, nonhuman nature, the body and the emotions.”\(^{139}\) In particular, some have argued, the destructive masculine perspective of domination and hierarchy must be replaced with the feminine perspective of caring.

From the perspective of an ethic of caring, the destruction of nature that has (supposedly) accompanied male hierarchies of domination must be replaced with caring for and nurturing our relationships to nature and living things. Nel Noddings, a feminist proponent of an ethic of care, argued that “when my caring is directed to living things, I must consider their natures, ways of life, needs, and desires. And, although I can never accomplish it entirely, I try to apprehend the reality of the other.”\(^{140}\) Although Noddings holds that the demands of caring extend only to those parts of nature that are living and with which one is directly related, others have extended the ethic of care to encompass relationships with all of nature. Karen Warren, for example, claims that ecofeminism gives a central role to “care, love, friendship, trust, and appropriate reciprocity,” and that these relationships can be extended to nonhumans.\(^{141}\) She suggests, for example, that a rock climber can have a “conqueror-type relationship” toward the rock or can, more appropriately, see it as a partner “whom one can come to care about and treat respectfully.”

Ecofeminists like Warren would hold that, although the concepts of utilitarianism, rights, and justice have a limited role to play in environmental ethics, an adequate environmental ethic must also take into account in a central manner the perspectives of an ethic of care. Nature must be seen as an “other” that can be cared for and with which one has a relationship that must be nurtured and attended to. Nature must not be seen as an object to be dominated, controlled, and manipulated.

Although social ecology and ecofeminist approaches to the environment are thought provoking, it is unclear what their specific implications may turn out to be. These approaches are still too recent to have been fully articulated. The shortcomings of utilitarian cost-benefit and rights-based approaches to the environment, however, may prompt a much fuller development of these approaches in the future.

### 3 The Ethics of Conserving Depletable Resources

*Conservation* refers to the saving or rationing of natural resources for later uses. Conservation, therefore, looks primarily to the future: to the need to limit consumption now to have resources available for tomorrow.
In a sense, reducing pollution is a form of conservation. Pollution “consumes” pure air and water, and reducing pollution “conserves” them for the future. However, there are basic differences between the problems of pollution and the problems of resource depletion that makes the term *conservation* more applicable to the latter problems than to the former. With some notable exceptions (such as nuclear waste and, perhaps, greenhouse gases), most forms of pollution affect present generations, and reducing them will benefit present generations. The depletion of most scarce resources, however, lies far in the future, and the effects of their depletion will be felt primarily by posterity and not by present generations. Consequently, our concern over the depletion of resources is to a large extent a concern for future generations and for the benefits that will be available to them. For this reason, conservation is more applicable to the problems of resource depletion than to those of pollution. Moreover (again with notable exceptions), pollution is a problem concerned primarily with “renewable” resources, insofar as air and water can be “renewed” by ceasing to dump pollutants into them and allowing them time to recover. Tomorrow’s supply, therefore, will be created anew over and over if we take the proper precautions. Resource depletion, however, is concerned with finite, nonrenewable resources. The only store of a finite, nonrenewable resource that will be around tomorrow is that which is left over from today. Conservation, therefore, is the only way of ensuring a supply for tomorrow’s generations. Resource depletion forces two main kinds of questions on us: Why should we conserve resources for future generations? How much should we conserve?

**Rights of Future Generations**

It might appear that we have an obligation to conserve resources for future generations because they have an equal right to the limited resources of this planet. If future generations have an equal right to the world’s resources, then by depleting these resources, we are taking what is actually theirs and violating their right to these resources.

A number of writers, however, have claimed that although we should have concern for future generations, it is a mistake to think that the reason why we should have concern for them is because future generations have rights. Consequently, it is a mistake to think that the reason we should refrain from consuming natural resources is because we are taking what future generations have a “right” to. Three main arguments have been advanced to show that it is wrong to justify our concern for future generations by attributing rights to those generations.

First, future generations cannot coherently be said to have rights because they do not now exist and may never exist. I may be able to think about future people, but I cannot hit them, punish them, injure them, or treat them wrongly. Future people presently exist only in the imagination, and imaginary entities cannot be acted on in any way whatsoever except in imagination. Similarly, we cannot say that future people possess things now when they do not yet exist to possess or have them. Because there is a possibility that future generations may never exist, they cannot “possess” rights.

Second, if future generations did have rights, we might be led to the absurd conclusion that we must sacrifice our entire civilization for their sake. Suppose that each of the infinite number of future generations had an equal right to the world’s supply of oil. Then, we would have to divide the oil equally among them all, and our share would be a few quarts at the most. We would then be put in the absurd position of having to shut down our entire Western civilization so that each future person might be able to possess a few quarts of oil.

Third, we can say that someone has a certain right only if we know that he or she has a certain interest which that right protects. The purpose of a right, after all, is to protect

---
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**Arguments Against Attributing Rights to Future Generations**

- Future generations do not now exist and may never exist.
- If future generations have rights then the present must be sacrificed for the future.
- Because we do not know what interests future generations will have, we cannot say what rights they have.
the interests of the right holder, but we are virtually ignorant of what interests future generations will have. What wants will they have? The men and women of the future may be genetically fabricated to order, with desires, pleasures, and needs vastly different from our own. What kinds of resources will future technology require for supplying their wants? Science might come up with technologies for creating products from raw materials that we have in abundance—minerals in seawater, for example—and might find potentially unlimited energy sources such as nuclear fusion. Moreover, future generations might develop cheap and plentiful substitutes for the scarce resources that we now need. Because we are uncertain about these matters, we must remain ignorant about the interests future generations will want to protect. (Who could have guessed 80 years ago that uranium rocks would one day be considered a “resource” in which people would have an interest?) Consequently, we are unable to say what rights future people might have.\footnote{145}

If these arguments are correct, then to the extent that we are uncertain what future generations will exist or what they will be like, they cannot be said to have rights. It does not follow, however, that we have no obligations to future generations because we may have obligations that are based not on rights, but on other kinds of moral considerations.

**Justice to Future Generations**

John Rawls argued that, although it is unjust to impose disproportionately heavy burdens on present generations for the sake of future generations, it is also unjust for present generations to leave nothing for future generations. To determine a just way of distributing resources between generations, he suggested, the members of each generation should put themselves in the “original position” and, without knowing what generation they belong to, they should do the following:

ask what is reasonable for members of adjacent generations to expect of one another at each level of (historical) advance. They should try to piece together a just savings schedule by balancing how much at each stage (of history) they would be willing to save for their immediate descendants against what they would feel entitled to claim of their immediate predecessors. Thus, imagining themselves to be parents, say, they are to ascertain how much they would set aside for their children by noting what they would believe themselves entitled to claim of their own parents.\footnote{146}

In general, Rawls claims that this method of ascertaining what earlier generations in justice owe to later generations will lead to the conclusion that what justice demands of us is merely that we hand to the next generation a situation no worse than we received from the generation before us:

Each generation must not only preserve the gains of culture and civilization, and maintain intact those just institutions that have been established, but it must also put aside in each period of time a suitable amount of real capital accumulation. … (It should be kept in mind here that capital is not only factories, and machines, and so on, but also the knowledge and culture, as well as the techniques and skills, that make possible just institutions and the fair value of liberty.) This … is in return for what is received from previous generations that enables the later ones to enjoy better life in a more just society.\footnote{147}

Justice, then, requires that we hand over to our immediate successors a world that is not in worse condition than the one we received from our ancestors.\footnote{148}

The demands of caring that arise from an ethic of care would also suggest conservation policies that are similar to those advocated by Rawls’s views on justice. Although

---

*Quick Review 12*

**Conservation Based on Justice**

- Rawls: Leave the world no worse than we found it
- Care Ethic: Leave our children a world no worse than we received
- Attfield: Leave the world as productive as we found it.
most people would agree that they have a fairly direct relationship of care and concern with the generation that immediately succeeds their own, such a direct relationship does not exist with more distant and so more abstract generations. The generation that immediately succeeds our own, for example, consists of our own children. The demands of caring, we have seen, imply that one should attempt to see matters from the perspective of those with whom we are thus directly related and that we attempt to care for their specific needs. Such caring would imply that we should at least leave the immediately succeeding generation a world that is not worse than the one we received.

Rawls’s conclusion is also supported by some utilitarian reasoning. For example, Robin Attfield, a utilitarian, argued that utilitarianism favors what he called the Lockean principle that “each should leave enough and as good for others.” Attfield interpreted this principle to mean that each generation must leave for future generations a world whose output capacity is no less than that generation received from previous generations. That is, each generation must leave the world no less productive than it found it. Attfield suggested that leaving the world with the same output capacity does not necessarily mean leaving the world with the same resources. Instead, maintaining the same level of output can be achieved either through conservation, recycling, or technological innovation.

According to a 2001 study by the Foundation for Advancements in Science and Education in the International Journal of Occupational and Environmental Health, U.S. companies export 45 tons of pesticides per hour to other nations, including highly toxic chemicals such as alachlor, chlordane, heptachlor, and metribuzin. The United States banned the use of chlordane and heptachlor as an insecticide on crops or around residences 10 to 20 years ago. Vel-sicol Chemical Corporation, however, reported in 1997 that it was still manufacturing chlordane and heptachlor for export. It exported these chemicals to Africa for use on roads, to Australia and Far Eastern countries to spray in residences, and to South America to use on crops. Between 1997 and 2000, U.S. companies exported about 65 million pounds of pesticides that are banned or severely restricted in the United States—including captan, chlordane, isazofos, monocrotophos, and mirex—and about 30 tons a day of pesticides the World Health Organization (WHO) classifies as “extremely hazardous.” Every hour, U.S. companies export about 16 tons of pesticides known or suspected to cause cancer. Sixty percent of these pesticides are shipped to developing nations for use in agriculture. Over 75 percent of working children in developing nations work in agriculture, including 80 million in Africa, 152 million in Asia, and 17 million in Latin America. They are exposed daily to U.S. pesticides in the fields, in their drinking water, and on their clothes. Farmers in developing nations pour pesticides labeled “poison” into small containers without labels, which many workers in developing nations cannot read anyway.

1. Does an American company like Vel-sicol have any obligation to refrain from selling pesticides that are banned in the United States to developing nations where they are not banned?
2. Does a U.S. company like Vel-sicol have an obligation to refrain from exporting chemicals that are only suspected of causing cancer?
3. Whose responsibility is it to ensure that citizens of developing nations are not harmed by exports of pesticides?
Other utilitarians have reached slightly different but still similar conclusions by relying on other basic utilitarian principles. Utilitarians have argued that each generation has a duty to maximize the future beneficial consequences of its actions and to minimize their future injurious consequences.\textsuperscript{151} However, utilitarians have claimed that these future consequences should be “discounted” (given less weight) in proportion to their uncertainty and to their distance in the future.\textsuperscript{152} Together, these utilitarian principles imply that we at least have an obligation to avoid those practices whose harmful consequences for the generation that immediately follows us are certain to outweigh the beneficial consequences our own generation derives from them. Our responsibility for more distant future generations, however, is diminished especially insofar as we are unable to foresee what effects our present actions will have on them because we do not know what needs or technology they will have.

When considering problems of resource depletion, some observers have suggested that we should rely on market forces to determine what we should do with the resources we have. Unfortunately, we cannot rely on market mechanisms (e.g., rising prices) to ensure that scarce resources are conserved for future generations. The market registers only the effective demands of present participants and the actual supplies presently being made available in the market. The needs and demands of future generations, as well as the potential scarcities that lie far in the future, are so heavily “discounted” by markets that they hardly affect prices at all.\textsuperscript{153} William Shepherd and Clair Wilcox provide several other reasons why the private choices of businesses in markets will fail to take into account the future scarcity of resources including: (1) businesses try to consume resources quickly before competitors do, (2) businesses have short time horizons, (3) the future is difficult for businesses to predict, and (4) businesses tend to ignore externalities.\textsuperscript{154} The only means of conserving for the future, then, appear to be voluntary (or politically enforced) policies of conservation.

In practical terms, Rawls’s view implies that, although we should not sacrifice the advances we have made, we should adopt voluntary or legal measures to conserve those resources and environmental benefits that we can reasonably assume our immediate posterity will need if they are to live lives comparable, at least, to our own. In particular, this would mean that we should preserve wildlife and endangered species, that we should take steps to ensure that the rate of consumption of fossil fuels and minerals does not continue to rise, that we should cut down our consumption and production of those goods that depend on nonrenewable resources, that we should recycle nonrenewable resources, and that we should search for substitutes for materials that we are too rapidly depleting.

**Sustainability** The conclusion that Rawls, Attfield, and others have arrived at, then, is that we are obligated to do what we can to ensure that we leave the next generation a world that is no worse than the one we received from the generation previous to ours. This conclusion is very similar to what has been characterized as the obligation of sustainability. Unfortunately, there are hundreds of definitions of sustainability.\textsuperscript{155} Generally, sustainability means the ability to sustain—i.e., to continue or to maintain—something into the future. **Sustainability**, then, refers to the capacity something (a thing, a quality, an activity, a system, etc.) has to continue to function into the future. The term was popularized by the UN Commission on Development and the Environment that said in its 1987 Brundtland Report: “Humanity has the ability to make development sustainable—to ensure that it meets the needs of the present without compromising the ability of future generations to meet their own needs.”\textsuperscript{156} The Brundtland Report specified the kind of functioning that we want to continue into the future when we talk about sustainability, i.e., the function of meeting present and future needs. In light of this report, sustainability is now
the capacity of the natural environment to continue to meet the needs of present generations without compromising the ability of future generations to meet their needs from that environment.
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Sustainability
- It is the view that we must deal with the environment, society, and economy so that they have the capacity to continue to meet the needs of present generations without compromising the ability of future generations to meet their own needs.
- Environmental sustainability, economic sustainability, and social sustainability are interdependent.
- Environmental sustainability implies not depleting renewable resources faster than their replacement; not creating more pollution than environment can absorb; not depleting non-renewable resources faster than we find replacements.
- Technology pessimists say science will not find substitutes for all renewable resources so we must conserve and reduce consumption to achieve sustainability.
- Technology optimists say science will find such substitutes so sustainability requires neither conservation nor reducing consumption.

Environmental sustainability The capacity of the natural environment to continue to meet the needs of present generations without compromising the ability of future generations to meet their needs from that environment.

widespread understanding to refer to the capacity something has to continue to meet the needs of present generations without compromising the ability of future generations to also meet their needs. Here we are concerned with the environment and in this context, we can say that environmental sustainability refers to the capacity of the natural environment to continue to meet the needs of present generations without compromising the ability of future generations to meet their needs from that environment.

The concept of sustainability, however, is now commonly interpreted as encompassing more than just environmental concerns. Sustainability is often said to depend on “three pillars”: our economic activities, our social activities, and our environmental activities. These three domains are seen as interrelated and dependent on each other, so that sustainability in any one domain is possible only if the other domains are sustainable. The way that we organize and carry out our economic activities, for example, affects the environment, yet what happens to the environment in turn affects our economic activities. We can, for example, pursue economic growth through manufacturing processes that rapidly deplete our natural resources and pollute the natural world, while the depletion of our environmental resources and continued degradation of the environment, in turn, can limit or prevent us from pursuing economic growth. Our social arrangements similarly affect and are affected by the environment. The lifestyles we adopt, the number of children we have, and the kinds of things our society teaches us to want, for example, can all produce levels of consumption that ravage the environment, and, in turn, a ravaged environment can lead to impoverished and unhealthy lives, families, and societies. Economic sustainability, then, requires structuring our economy so that we produce and distribute goods on a scale and in a way that does not undercut environmental sustainability, and social sustainability requires creating societies that allow us to develop cultures, communities, and ways of life that respect and nurture environmental sustainability so that the environment continues to provide that on which our lives depend.

It is important to see that environmental sustainability depends on social and economic sustainability. It is also important to grasp how our social arrangements—our lifestyles and consumption patterns—as well as our economic practices—the way we manufacture goods and use our resources—all affect the environment. But in this chapter on the environment, our focus has been and will continue to be environmental sustainability. What, exactly, does the obligation of environmental sustainability require? The environmentalist Herman Daly argued that environmental sustainability requires three specific things:

1. renewable resources should not be depleted at a rate that is greater than their rate of replacement;
2. the emission rate of pollution should not exceed the capacity of the environment to cleanse and assimilate that pollution;
3. non-renewable resources should be depleted at a rate no greater than the creation of renewable alternatives.

The first two items on this list are widely accepted. That is, most people accept that we should not use up renewable resources faster than they can be renewed. We should not consume fish stocks, forests, clean air, and so on, faster than they can renew themselves or they will eventually completely disappear, as many of these already have. Most people also accept the second item, i.e., that we should not generate more pollution than the environment can absorb for otherwise it will start to pile up and eventually suffocate us. However, the third item on this list is more controversial.
Many people reject the third item if it is interpreted to mean that we should limit our use of nonrenewable resources such as oil and minerals until we have found substitutes that are “renewable.” Technology optimists, in particular, believe that as we deplete our natural non-renewable resources (iron, copper, oil, etc.), science will develop new synthetic substitutes for them. As we use up a resource like oil, for example, its supply will fall and it will become more expensive. This will provide economic incentives that will prompt us to develop a technology capable of serving as a cheaper substitute for oil like, perhaps, nuclear fusion. So we do not have to worry about the rate at which we use up our non-renewable resources because science will find substitutes for them if and when they start to run out. Moreover, technology optimists believe that we must not hamper the development of new technologies since that is what will enable us to find the substitutes we may need. Sustainability, then, does not require conservation of nonrenewable resources, while it does require encouraging the development of new technologies.

On the other hand, technology pessimists accept item number 3 because they believe that as we deplete our nonrenewable resources, we are unlikely to be able to develop adequate technological substitutes. As we use up our nonrenewable resources, human welfare may simply decline. Technology pessimists, then, believe that because our nonrenewable resources are limited and because we will likely find no technological substitutes for many of them, our future is bleak unless we reduce our use of these resources by significantly cutting consumption and simplifying our lifestyles. Moreover, we can stretch out the time before things run out by trying not to deplete any nonrenewable resource for which we have not yet actually found a substitute. And this, of course, requires conservation. For the technology pessimist, then, sustainability requires significantly lowering our levels of consumption and conserving our nonrenewable resources. Many technology pessimists also believe that technology is not a future solution, but is, in fact, part of our current problem because it is what has led us to increase our consumption and pollute our environment.

Although there is some controversy about how sustainability can be achieved, it is clear that the idea of sustainability is consistent with the ethical judgment of Rawls and Attfield that we should leave our children a world that is no worse than the one our parents left us. This means, specifically, that we must not consume renewable resources faster than they can renew themselves, and that we must not produce more pollution than the environment can absorb. How we interpret a third point—that we should not deplete nonrenewable resources faster than our technology can develop adequate substitutes—depends on whether you are a technological optimist or a technological pessimist.

### Economic Growth?

To many observers, even conservation measures will fall far short of what is needed to ensure sustainability. Several environmentalists have argued that if we are to preserve enough of our limited nonrenewable and non-substitutable resources so that future generations can maintain their quality of life at a level similar to ours, we shall have to change our economies substantially, particularly by scaling down our pursuit of economic growth. E. F. Schumacher, for example, claimed that the industrialized nations will have to convert from growth-oriented, capital-intensive technologies to much more labor-intensive technologies in which humans do work machines now do. Others argue that economic systems will have to abandon their goal of steadily increasing production and put in its place the goal of decreasing production until it has been scaled down to “a steady state”—that is, a point at which “the total population and the total stock of physical wealth are maintained constant at some desired levels by a ‘minimal’
rate of maintenance throughout (that is, by birth and death rates that are equal at the lowest feasible level, and by physical production and consumption rates that are equal at the lowest feasible level).”

The conclusion that economic growth must be abandoned if society is to be able to deal with the problems of diminishing resources, however, has been challenged. On the other hand, it is at least arguable that adherence to continual economic growth will end up degrading the quality of life of future generations and possibly the later life of the current generation.

The arguments for this last claim are simple, stark, and controversial. If the world’s economies continue to pursue the goal of economic growth, the demand for nonrenewable resources will continue to rise. Because the stock of nonrenewable resources are finite and some, at least, will have no substitutes, at some point supplies will simply run out, many pessimists claim. At this point, if the world’s nations are still based on growth economies, we can expect a collapse of their major economic institutions (i.e., of manufacturing and financial institutions, communication networks, the service industries), which in turn will bring down their political and social institutions (i.e., centralized governments, education and cultural programs, scientific and technological development, health care). Living standards will then decline sharply in the wake of widespread starvation and political dislocations. Various scenarios for this sequence of events have been constructed, all of them more or less speculative and

Figure 10
The “standard” world model run assumes no major change in the physical, economic, or social relationships that have historically governed the development of the world system. All variables plotted here follow historical values from 1900 to 1970. Food, industrial output, and population grow exponentially until the rapidly diminishing resource base forces a slowdown in industrial growth. Because of natural delays in the system, both population and pollution continue to increase for some time after the peak of industrialization. Population growth is finally halted by a rise in the death rate due to decreased food and medical services.

necessarily based on uncertain assumptions. The most famous and oldest of these are the studies of the Club of Rome, which three decades ago projected on computers the catastrophic results of continuing the economic growth patterns of the past in the face of declining resources and rising pollution. Later studies came to similar conclusions. Figure 10 reproduces one of the original computer projections of the Club of Rome.

In the computer-based graph of Figure 10, the horizontal axis represents time; as we run from the year A.D. 1900 at the left to the year A.D. 2100 at the right, we see what will happen to the world’s population, industrial output, food, pollution levels, nonrenewable resources, and so on as time passes. During the first half of the 1900s, population, output, food, and services continue to grow while death rates, birth rates, and resources decline. At some point after 2050, however, a catastrophic collapse of output and services occurs as key resources decline. Population continues to rise, but a climbing death rate and declining food supply soon brings it down. The decline in industrial output causes a decline in pollution, but food supplies, industrial output, and population by 2100 are below 1900 levels. “We can thus say with some confidence that, under the assumption of no major change in the present system, population and industrial growth will certainly stop within the next century at the latest.”

The assumptions on which the doomsday scenarios of the Club of Rome and other groups were based have often been criticized. The computer programs and underlying equations on which the predictions were based made controversial and highly uncertain assumptions about future population growth rates, the absence of future increases in output per unit of input, our inability to find substitutes for nonrenewable resources, and the ineffectiveness of recycling. These assumptions can all be challenged. Although future generations will certainly have fewer of the nonrenewable resources on which we depend, we cannot be sure exactly what impact this will have on them. Perhaps, the impact will not be as catastrophic nor will it occur as early as the forecasts of the Club of Rome indicated (although the number of researchers predicting a catastrophic future is rising, due particularly to a growing belief that we will not be able to control our emissions of greenhouse gases and the consequent rise in global temperatures). On the other hand, we cannot assume that the impact will be entirely benign, or that there will be no major environmental disruptions in our lifetimes. Some observers are again coming to the conclusion that the Club of Rome may have been substantially correct, even if its timetables were quite obviously mistaken. The increasing pace of species extinctions, the global rise in temperature attributable to rising levels of greenhouse gases, the continuing decimation of forests, and the still increasing rates of population growth all point to a difficult future for us. Given the extreme uncertainties in our situation, at the very least a commitment to conservation seems to be in order. Whether a wholesale transformation of our economy is also necessary if civilization is to survive is a difficult and disturbing question that we may soon have to face.

Just as troubling are the moral questions raised by the distribution of dwindling energy supplies and other resources among the world’s peoples that policies of economic growth in developed nations have created. The United States, European nations, and Japan are among the world’s richest developed nations and the highest consumers of energy. The 6 percent of the world’s population that lives within the United States, for example, consumes 25 percent of the world’s annual energy supplies, whereas the 50 percent of the world’s people who inhabit less-developed nations must get along with about 8 percent of its energy supplies. Each person in the United States, in fact, consumes 15 times more energy than a native South American, 24 times more than a native Asian, and 31 times more than a native African.

The high energy consumption rates of Americans, Europeans, and the Japanese are not paralleled by similarly high rates of energy production. In fact, their energy
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Economic Growth

• Schumacher claims we must abandon the goal of economic growth if we are to allow future generations to live as we do.
• Some argue we must achieve a “steady state” where births equal deaths and production equals consumption and these remain constant at their lowest feasible level.
• Club of Rome computer models suggested continued economic growth will deplete resources and increase pollution until industrial output, food production, and services decline, causing catastrophic population loss sometime during the twenty-first century.
• Troubling moral questions are raised by the economic growth policies that have led to high rates of energy and resource consumption in developed nations while developing nations are left to consume at low rates.
consumption is subsidized by other countries, in particular by the Caribbean, the Middle East, and Africa. That is, there is a net flow of energy out of these less-consuming populations and into the high-consumption population of the United States and other developing nations. Moreover, the people of the developed world use much of the energy supplies available to them for inessentials (unneeded products, unnecessary travel, household comforts, and conveniences), whereas the more frugal nations tend to use their supplies to meet basic needs (food, clothing, housing).

In view of the approaching scarcity of energy resources, these comparisons cannot help but raise the question of whether the high-consumption nations are morally justified in continuing the economic growth policies that lead them to appropriate for their own use the nonrenewable resources of other, more frugal nations that are too weak economically to use these resources or too weak militarily to protect them. Any attempt to answer this question obviously requires a detailed inquiry into the nature of the world’s social, economic, and political systems—an inquiry that is beyond the scope of this book. The question, however, is one that events may also soon force us to face.

Questions for Review and Discussion

1. Define the following concepts: pollution, toxic substance, nuclear waste, exponential depletion, peaked depletion, free good, unlimited good, ecological system, ecological ethic, right to a livable environment, absolute ban, private costs, social costs, external costs, to internalize costs, cost-benefit analysis, risk, social audit, right of consent, conservation, rights of future generations, justice toward future generations, multiple access, time preference, doomsday scenario, high-consumption nation.

2. Define the main forms of pollution and resource depletion and identify the major problems associated with each form.

3. Compare and contrast the views of (a) an ecological ethic, (b) Blackstone’s ethic of environmental rights, and (c) a utilitarian ethic of pollution control. Which view seems to you to be the more adequate? Explain your answer.

4. Do you agree with the claims that (a) future generations have no rights, and (2) the future generations to which we have obligations actually include only the generation that will immediately succeed us? Explain your answer. If you do not agree with these claims, state your own views, and provide arguments to support them.

5. In your judgment, should the major decisions on pollution and resource depletion (especially energy policy) be made by government experts? By scientific experts? By everyone? Provide moral arguments in support of your judgment.

6. “Any pollution law is unjust because it necessarily violates people’s right to liberty and right to property.” Discuss.

7. In their book *Energy Future*, R. Strobaugh and D. Yergin claimed that in the debate over nuclear power “the resolution of differing opinions over how to deal with uncertainty, over how much risk is acceptable, or how safe is safe enough—all require judgments in which values play as large a role as scientific facts” (p. 100). Discuss this claim.

Web Resources

Readers interested in researching environmental issues through the Internet should begin with the Envirolink web page, which has links to numerous Internet resources (http://www.envirolink.org). The EPA also provides numerous links and its own ample
Paul Anderson, chief executive officer of Broken Hill Proprietary Company Limited (BHP) was unsure what to do. In November, 1998, he had left Duke Energy Corporation in the United States and moved to Australia with his wife, Kathy, to take over as CEO of BHP, a global mining company. Only a year and a half later, he was faced with having to decide how to manage what was being called one of the world’s greatest ongoing “environmental disasters,” a pollution catastrophe that was even then being created by BHP’s Ok Tedi copper mine in the western part of Papua New Guinea. BHP owned 52 percent of the mine, the government of Papua New Guinea owned 30 percent, and Inmet Mining Corporation, a Canadian company, owned 18 percent.

For almost two decades, the mine had been discharging 80,000 tons of mine tailings and 120,000 tons of waste rock a day into the Ok Tedi River, which flows into the Fly River, which in turn meanders through the western part of Papua New Guinea before flowing through a large delta into the sea. The ongoing buildup of wastes was destroying the ecology of the tropical rain forests and wetlands through which the rivers flowed and had already devastated 120 riverside villages, whose 50,000 inhabitants had depended on the rivers for subsistence fishing and farming. The villagers and the government of Papua New Guinea were now economically dependent on the mine. Because of their dependence on the mine, they did not want the mine to shut down even though it continued to dump 200,000 tons of waste daily into the Ok Tedi River and continued wreaking havoc on the environment. In September, 1999, BHP had begun discussing its options with the government of Papua New Guinea, but by January, 2000, the company had not yet decided what it would do about the growing tragedy. Anderson was anxious to resolve the issue by the end of the year.

BHP (renamed BHP Billiton since its 2001 merger with Billiton PLC.) was founded in Australia in 1885 as a natural resources company engaged in the discovery, development, production, and marketing of iron ore, steel, coal, copper, oil and gas, diamonds, silver, gold, lead, zinc, and other natural resources. By the twentieth century, the company had become a global leader in its three main operating businesses: minerals, petroleum, and steel. Headquartered in Melbourne, Australia, the company had about 30,000 employees worldwide.

In 1976, Papua New Guinea chose BHP to develop a mine to exploit the large copper deposits discovered in 1963 on the western side of Papua New Guinea in the interior highlands. Papua New Guinea occupies the eastern half of the island of New Guinea (the other half belongs to Indonesia), just 150 miles from the northernmost tip of Australia. The deposits were located in the Star Mountains region in the center of the island along the border with Indonesia. The mine would be located on Mount Fubilan, which is about 1,800 meters above sea level at the headwaters of the Ok Tedi River, whose waters flow south, down into the Fly River, through lowlands, and on over an immense delta to finally empty into the Gulf of Papua on the Coral Sea.

The previous year, in 1975, Papua New Guinea had won its independence from Australia. Its new and inexperienced government was eager to prove itself in the face of high expectations from its people and pressures from the World Bank and the International Monetary Fund. The government wanted to use the income from mining to develop infrastructure and services for its people.

Papua New Guinea is a rugged tropical island covered with rain forests inhabited by several population groups. Isolated from each other by the high rugged mountains and dense forests, the groups had developed fascinating and distinctive tribal cultures and different languages. The tribes living on the southern part of the island, for example, were once notorious for cannibalism and headhunting, whereas the Huli, discovered in 1954 in the interior, were peaceful people who wore spectacular wigs embellished with feathers, human hair, flowers, and fur. Many tribespeople today continue to live traditional lives in hundreds of small villages scattered in virtually inaccessible areas...
throughout the island. Along the Ok Tedi and Fly River drainage area lived an estimated 73,500 villagers whose subsistence life style was based on traditional gardening, hunting, and fishing centered on the river. There were few schools, no health care, and little infrastructure such as paved highways, public buildings, electricity, etc. Child mortality was high and life expectancy short. Ecologists called the island a “botanical treasure” because of its pristine rain forests, mountains, rivers, and surrounding coral reefs are home to a multitude of rare plants, animals, birds, and insects. Fish abounded in its rivers, which are used as waterways by canoeing natives who grow food gardens along the banks.

In 1976, the government of Papua New Guinea passed the Ok Tedi Agreement Mining Act, which defined the obligations and rights related to the development of the Ok Tedi Mine. In 1980, the government officially granted permission for the formation of the group that became the Ok Tedi Mining Limited Company (OTML), a joint-venture company established to develop the Ok Tedi Mine. The mine would use conventional open-pit mining techniques to extract annually about 30 million tons of copper ore and 55 million tons of waste rock. The 1976 Mining Act required that conventional environmental controls would be used by the Ok Tedi Mining Limited Company to minimize environmental damage, including a large storage facility behind a dam that would be used to hold about 80 percent of the tailings and waste produced by the mine. (Tailings are fine sands left over after the ore containing a mineral is crushed and the mineral removed.) Construction of the tailings storage facility began in 1983, about a year before the mine was scheduled to open. However, in 1984, a large landslide destroyed the foundations of the storage dam. The Ok Tedi Mining Limited Company proposed to the government that it be allowed to proceed temporarily without the storage facility since otherwise the mine would not be able to open as scheduled. The government of Papua New Guinea agreed and passed the Interim Tailings License Act, which allowed the mine to begin operation without a waste storage facility.

In 1984, the mine started operating and began discharging its waste rock and tailings into the Ok Tedi River. The ore not only contained copper but had significant quantities of gold and silver. BHP now commissioned a study of the area where the storage facility was to be built and discovered that a storage dam built in the vicinity would probably collapse again. The area was prone to landslides, frequent earthquakes of magnitude 7.0 on the Richter scale, and huge quantities of rainfall throughout the year. The company reported this to the government, which agreed in 1986 to pass the “Eighth Supplemental Agreement,” which licensed the company to defer construction of a permanent waste storage facility; this license was renewed in 1988 and was never revoked. All water, rock, and tailings produced by the mining operations were now flowing directly into the Ok Tedi River and downstream into the Fly River.

The effects on the rain forests surrounding the Ok Tedi and Fly Rivers were evident by the late 1980s when the sediment levels of the rivers more than quadrupled, from their previous natural level of 100 parts per million to 450–500 parts per million. In many places, the sediment and rock raised the level of the river bed by 5–6 meters, increasing the frequency of flooding and overflows. Over the years, repeated rains and floods carried the sediment onto the floor of the forests surrounding the rivers. The sediment on the forest floors was waterlogged, reducing the oxygen level in the soil, starving the roots of trees and vegetation, and gradually killing them (an effect called dieback). The area of forest dieback grew from 18 square kilometers in 1992 to 480 square kilometers in 2000 and was predicted to eventually increase to between 1,278 square kilometers and 2,725 square kilometers.

Since the mining operations extracted only 80 percent of the copper, the rest was flowing into the river, where dissolved copper levels now rose, sometimes exceeding 0.02 milligrams per liter. Fish in the rivers declined by 90 percent, a possible result of the increased copper levels, or of sedimentation, or of a loss of food supplies.

The sediments and mud deposited by flooding ruined the garden crops of villagers (mostly from the Yonggom tribe) living along the rivers. Canoes became difficult to navigate in the river because the raised river beds created shallows in which the canoes got stuck and created rapids in other areas where water was funneled into narrow, rock-strewn channels. Fishing collapsed as the fish levels declined. Several unique species of fish and aquatic organisms had disappeared from the river waters. Where a simple trade economy had existed prior to the mine, the new roads and money flowing from the mine introduced supermarkets and a money economy to the highlands. Villagers abandoned their previous simple dress for Western-style clothes.

The mine brought other changes to the Papua New Guinea, many of them beneficial. Since the mine had begun operations, it contributed about $155 million a year in royalties and taxes to the national government. Between 1985 and 2000, the mine had produced 9.2 million tons of copper, 228 tons of gold, and 382 tons of silver. The copper, gold, and silver production of the mine made up about 18 percent of the nation’s exports and constituted 10 percent of its gross domestic product. Half of the revenues of the government for the Western Province (the province where the mine was located) came from the mine. In addition, the mine employed about 2,000 workers directly and another 1,000 who worked for contractors hired to provide support services to the mine, plus a few thousand others who provided goods and services to the miners and their families. The training programs of
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the Ok Tedi Mine were considered exemplary, and many former employees had found other companies who were interested in their newly developed skills. The mine had sponsored several health projects, and as a result infant mortality in the area around the mine fell from 27 percent to about 2 percent, while life expectancy grew from about 30 years to over 50 years. The incidence of malaria in children of the surrounding area decreased from 70 percent to less than 15 percent, and in adults it fell from 35 percent to less than 6 percent. The mine had also set up the Fly River Development Trust to ensure that downstream residents along the Fly River received some of the economic benefits of the mine. The company had contributed about $3 million annually to the trust, which developed the area by building 133 community halls, 40 classrooms, 2 school libraries, 400 solar lights and pumps, 600 water tanks, 23 women’s clubs, and 15 clinics. In effect, the mine had become the principle social agent in the Ok Tedi and Fly River areas, providing local social services such as health, education, training programs, infrastructure development, and local business development.

In 1989, a number of the landowners living along the polluted Ok Tedi and Fly Rivers began petitioning the government to take some action to prevent the discharge of the tailings into the river and to provide them with some compensation for their losses. In 1992, over 30,000 of these landowners joined together and sued BHP, the major nongovernment owner of the mine. After a great deal of legal wrangling, the case was settled out of court on June 12, 1996 when BHP agreed to give the landowners a total of $500 million: $90 million would be paid in cash to the 30,000 people who were living along the Ok Tedi and Fly Rivers; $35 million would be paid to the villagers living along the lower Ok Tedi River, the area that had been most devastated by the mine. And a 10 percent ownership share in the mine, valued at about $375 million, would be held by the government of Papua New Guinea in trust for the people of the Western Province, the province where the mine and the rivers were located. In addition, BHP agreed to implement a tailings containment plan if practical, after commissioning a 2-year study to assess the practicality of a containment facility and to recommend a plan for the mine.

The study examining the engineering, environmental, social, and risk aspects of managing the mine and its wastes was launched in 1996. As part of the study, a dredging operation was begun in 1998 along the lower section of the Ok Tedi River to see if dredging could mitigate the effects of the sediment accumulations.

On June 4, 1999, several months past the deadline, Ok Tedi Mining Limited announced that it had received a draft of the study of the environmental and social aspects of the mine operations. The report was passed on to Paul Anderson at BHP’s headquarters. The study had found that the environmental impact of the mine, as well as the area affected by the pollution, was significantly greater than had been indicated by earlier studies the mine had commissioned. In addition, the study found that even if the mine were to close immediately, the sediments already deposited in the river would continue to kill the surrounding forests for perhaps 40 more years. Over the next 10 to 15 years, dieback would expand from the Ok Tedi River well into the forests of the downstream Fly River. The study had examined four possible options:

1. continue operating the mine and continue the current dredging in the lower Ok Tedi River
2. continue operating the mine and continue dredging, and in addition construct a new storage facility for future mine tailings
3. continue operating the mine and do nothing else
4. close down the mine immediately

None of these four options offered a good solution to the environmental impacts of the mine.

The study found that the ongoing dredging would lower the sand levels in the Ok Tedi, which would decrease flooding. But sediment would continue to accumulate downstream from the dredging, and dredging would not significantly halt the continuing degradation of the forests. In addition, dredging absorbed funds (see the following Table) that could be invested in health, education, or worker training.

Construction of a new storage facility would involve significant expenses (see Table) and would also create social problems because the amount of land required would destroy the whole area of one of the tribal clans. In addition, a storage facility might rupture, creating even more damage, and the stored tailings would generate acids that themselves would become an environmental threat.

To continue operating the mine while doing nothing would allow the environmental damage to continue unabated. If the mine continued operating until its originally scheduled date of 2010, an additional 200–300 million tons of tailings and rock would be created and these would be added to the sediments already in the rivers. This would significantly lengthen the already long period before the rivers would recover.

Closing down the mine immediately would limit the environmental damage that continued operations would create and would shorten the time the river would need to recover. But immediate closing of the mine would be an economic and social blow to national, provincial, and local communities. The study predicted that if the mine closed immediately, the many workers who had migrated into the mine area would suffer shortages in food supply resulting from overhunting and increases in store

<table>
<thead>
<tr>
<th>Options</th>
<th>Description</th>
<th>Costs (million)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option 1</td>
<td>Continue operating the mine and continue the current dredging in the lower Ok Tedi River</td>
<td>30</td>
</tr>
<tr>
<td>Option 2</td>
<td>Continue operating the mine and continue dredging, and in addition construct a new storage facility for future mine tailings</td>
<td>35</td>
</tr>
<tr>
<td>Option 3</td>
<td>Continue operating the mine and do nothing else</td>
<td>40</td>
</tr>
<tr>
<td>Option 4</td>
<td>Close down the mine immediately</td>
<td>45</td>
</tr>
</tbody>
</table>

The table above shows the estimated costs associated with each option.
food prices. The high population around the mine would probably not decline until driven away by rising hunger and malnutrition. The national government would see its exports decline by almost 20 percent, its gross national product would decline by 10 percent, and its annual tax revenues would drop by more than 100 million dollars. The provincial government of the Western Province would lose half of its revenues, which came from the mine, and this would degrade its education and health services. In short, the economic, health, and social benefits that the mine was producing would end, and because the area had become dependent on the mine and had not prepared itself for life without the mine, the risk of social and economic decline was high.

The study also estimated the costs the mine itself would lose under each of the options by first calculating the basic cost of the option, then adding to it the potential additional costs that the option risked. The following table summarizes these costs in millions of 1999 U.S. dollars:

<table>
<thead>
<tr>
<th>Option</th>
<th>Basic Cost</th>
<th>Potential Added Costs</th>
<th>Total Likely Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mine and dredge</td>
<td>$294</td>
<td>$20–$70</td>
<td>$300–$400</td>
</tr>
<tr>
<td>Mine only</td>
<td>$177</td>
<td>$30–$140</td>
<td>$200–$300</td>
</tr>
<tr>
<td>Mine and dredge and store</td>
<td>$426</td>
<td>$20–$70</td>
<td>$400–$500</td>
</tr>
<tr>
<td>Early closure</td>
<td>$479</td>
<td>$30–$90</td>
<td>$500–$600</td>
</tr>
</tbody>
</table>

When Paul Anderson and BHP were presented with these options, he was uncertain how to weigh them. By now the situation at Ok Tedi had become international news. Anderson convened a committee of top-level managers from BHP and initiated a series of discussions with them. The committee discussed the four options proposed in the study and suggested others, such as simply walking away from the mine, giving the government of Papua New Guinea the 52 percent share of the mine that BHP still owned, gradually phasing down operation of the mine over several years, etc. As the discussions progressed through the summer of 2000, however, the BHP managers came to feel that if the company was to limit the environmental disaster that its operations were creating, the best option was to immediately close the mine. Only this option, Paul Anderson felt, was consistent with the environmental stewardship that he wanted BHP to demonstrate during his tenure as CEO. This option was also the option that various international groups were recommending, including the World Bank and virtually every environmental group familiar with the issues.

On August, 1999, Paul Anderson communicated to the government of Papua New Guinea BHP’s view that the best option was to close down the mine. The government, however, was not favorable to his view. On August 28, Anderson commented to a group of analysts: “Ok Tedi is not an easy one to reach a simple conclusion on because the other shareholders in Ok Tedi, and the government of Papua New Guinea, in its role as a regulator, as opposed to as a shareholder, but in addition to its role as a shareholder, are not in favor of early closure. So you get into a situation where it’s very hard to play out exactly how this is going to come to an end. . . .” (Financial Markets Presentation, Melbourne Australia, Monday August 28, 2000; taken from BHP archives).

The view of the government of Papua New Guinea was that the mine had to continue to operate because of the human and economic costs that closing the mine would inflict on the people. Villagers downstream from the mine supported the government’s view. As one villager put it: “If the mine shuts, I will revert to wearing penis gourds [the traditional form of male dress].” The government also favored continued dredging since this would mitigate flooding for people living along the rivers. However, because constructing a storage facility carried additional risks and would absorb a major portion of the profits the mine would produce, the government did not support building a storage facility for tailings. In this, too, the villagers supported their government. Said one tribesman: “If it [the water] is safe for people, then they should continue to dump tailings into the river. They will never fix this river—it is already dead. They should give us money instead.”

On November, 2000, BHP reported that although it understood why the government wanted the mine to remain open, BHP’s own continued involvement with the mine “would not be appropriate,” and so the company had decided to “exit” its stake in the mine “in a way that ensures a smooth transition, minimizes the environmental impact, maximizes the social benefits,” and ensures that BHP “does not incur liabilities for the future operations of the mine.” On February 8, 2001, BHP announced that it had reached an agreement with the government of Papua New Guinea and with the other shareholders of the Ok Tedi Mine. BHP had agreed to transfer its entire share of the mine (52 percent) to a trust (the Papua New Guinea Sustainable Development Program) that would use the money generated by BHP’s former share of the mine to fund social projects for the government of Papua New Guinea. The mine would continue to operate at least until 2010 (with dredging but without a containment facility for tailings). It was expected that the next several years of the mine would be its most productive and lucrative years. BHP wrote down the transfer of its
share of mine revenues as a one-time loss. In return, the government of Papua New Guinea passed legislation releasing BHP from any and all liability stemming from its past actions at the mine.

In 2011 the government of Papua New Guinea announced the mine would continue operating until 2013 and possibly until 2022, which would allow it to produce an additional 700,000 tons of copper and 2.3 million ounces of gold. The mine continued to discharge about 90 million tons of waste rock and tailings into the Ok Tedi river each year, raising the river bed by several more meters and causing the dieback area to expand. It was expected that dieback would eventually cover about 3,000 square meters and would take about two centuries years to recover. A statement on the Ok Tedi Mining web site indicated that despite the mine's impact on the “river system and their subsistence livelihoods,” the people of the Ok Tedi and Fly River “strongly endorsed its continued operation” and their losses were “compensated under a number of compensation arrangements.”

Notes
5. November, 1999: BHP consults with the government of PNG.

Gas or Grouse?

During the summer of 2008, people living near the Pinedale Mesa (sometimes called the Pinedale Anticline) in Wyoming were anxiously waiting for the Bureau of Land Management (BLM) to issue a decision regarding whether Questar and other energy companies would be allowed to drill thousands of ugly natural gas wells all over the serene wilderness that lay atop the mesa. The Pinedale Mesa is a 40-mile-long, 300-square-mile plateau extending north and south along the eastern side of Wyoming’s Green River Basin, an area that is famous as the gateway to the hunting, fishing, and hiking treasures of the Bridger-Teton wilderness. The city of Pinedale, which sits below the mesa, a short distance from its northern end, was already surrounded by hundreds of recently drilled wells that ceaselessly pumped natural gas from the vast pockets that are buried underneath the region and which are estimated to contain 25 trillion cubit feet of gas worth billions of dollars.

Questar Corporation, an energy company with assets valued at about $4 billion, is the main developer of the gas wells around the city and had already drilled several wells up on the mesa that overlooked the city. Occasionally elk, mule deer, pronghorn antelope, and other wildlife, including the imperiled greater sage grouse, descend from their habitats atop the mesa and gingerly pick their way around and between the wells Questar drilled around Pinedale. Not surprisingly, environmentalists were at war with Questar and the other energy companies, whose plans to expand their operations on the mesa, they claimed, would have serious negative effects on the wildlife on the mesa as well as on the beauty of the area.

The federal government’s Bureau of Land Management (BLM) was responsible for deciding what was done with the acreage on the mesa. Of 198,034 acres on the mesa, the federal government owns 158,000, Wyoming owns 9,800, and 29,800 are privately owned. In 2000, the
BLM had authorized limited drilling on the mesa, but had imposed several restrictions that protected wildlife from the full impact of the drilling. In 2008, the Bureau was being asked by Questar and the other companies who wanted to drill on the mesa to remove its limits on drilling by allowing more than 4,300 additional wells, as well as to lift one of the restrictions that cushioned the drilling’s impact on wildlife but had proven very costly to the companies.

Headquartered in Salt Lake City, Questar Corporation drilled its first successful test well on the Pinedale Mesa in 1998. Extracting the gas under the mesa was not feasible earlier because the gas was trapped in tightly packed sandstone that prevented it from flowing to the wells and no one knew how to get it out. It was not until the mid-1990s that the industry developed techniques for fracturing the sandstone and freeing the gas. Full-scale drilling had to await the completion of an environmental impact statement, which the Bureau of Land Management (BLM) finished in mid-2000 when it approved drilling up to 900 wells on the federally owned acreage on the Pinedale Mesa. By the beginning of 2004, Questar had drilled 76 wells on the 14,800 acres it leased from the federal government and from the state of Wyoming and the company had plans to eventually drill at least 400 more wells. Energy experts around the country welcomed the new supply of natural gas, which, because of its simple molecular structure (CH₄), burns much more cleanly than any other fossil fuels. Moreover, because natural gas is extracted in the United States, its use reduces U.S. reliance on foreign energy supplies. Businesses in and around Pinedale also welcomed the drilling activity, which brought numerous benefits, including jobs, increased tax revenues, and a booming local economy. Wyoming’s state government likewise supported the activity since 60 percent of the state budget is based on royalties the state receives from coal, gas, and oil operations.

Questar’s wells on the mesa averaged 13,000 feet deep and cost $2.8 to $3.6 million each, depending on the amount of fracturing that had to be done. Drilling a well typically required clearing and leveling a 2- to 4-acre “pad” to support the drilling rig and other equipment. One or two wells could be drilled at each pad. Access roads had to be run to the pad, and the well had to be connected to a network of pipes that drew the gas from the wells and carried it to where it could be stored and distributed. Each well produced waste liquids that had to be stored in tanks at the pad and periodically hauled away on tanker trucks.

The BLM, however, had imposed a significant restriction on Questar’s operations on the mesa. Large areas of the mesa provide habitat for mule deer, prong-horn sheep, sage grouse, and other species, and the BLM imposed drilling rules that were designed to protect this. Chief among these species was the sage grouse.

The sage grouse is a colorful bird that today survives only in scattered pockets in 11 states. The grouse, which lives at elevations of 4,000 to 9,000 feet and is dependent on increasingly rare old-growth sagebrush for food and to screen itself from predators, is extremely sensitive to human activity. Houses, telephone poles, or fences can draw hawks and ravens, which prey on the ground-nesting grouse. It is estimated that 200 years ago the birds—known for their distinctive spring “strutting” mating dance—numbered 2 million and were common across the western United States. By the 1970s, their numbers had fallen to about 400,000. A study completed in June, 2004 by the Western Association of Fish and Wildlife Agencies concluded that there were only between 140,000 and 250,000 of the birds left and that “we are not optimistic about the future.” The dramatic decline in their number was blamed primarily on the destruction of 50 percent of their sagebrush nesting and mating grounds (called leks), which in turn was blamed on livestock grazing, new home construction, fires, and the expanding acreage being given over to gas drilling and other mining activities. Biologists believe that if its sagebrush habitats are not protected, the bird will be so reduced in number by 2050 that it will never recover. According to Pat Deibert, a U.S. Fish and Wildlife Service biologist, “they need large stands of unbroken sagebrush” and anything that breaks up those stands such as roads, pipelines, or houses, affects them.

In order to protect the sage grouse, whose last robust population had nested for thousands of years on the ideal sagebrush fields up on the mesa, the BLM required that Questar’s roads, wells, and other structures had to be located a quarter mile or more from grouse breeding grounds, and at least 2 miles from nesting areas during breeding season. Some studies, however, concluded that these protections were not sufficient to arrest the decline in the grouse population. As wells proliferated in the area, they were increasingly taking up land on which the grouse foraged and nested and were disturbing the sensitive birds. Conservationists said that the BLM should increase the quarter-mile buffer areas around the grouse breeding grounds to at least 2-mile buffers.

In May, 2004, the U.S. Fish and Wildlife Service announced that it would begin the process of studying whether the sage grouse should be categorized as an endangered species, which would bring it under the protection of the Endangered Species Act, something conservationists had been urging the Service to do since 2000. Questar and other gas, oil, and mining companies adamantly opposed having the grouse listed as an endangered species because once listed, the grouse would make large areas of federal land off-limits to drilling, mining, and development. Since 80 percent of Wyoming is considered sage grouse habitat, including much of the Pinedale Mesa, Questar’s drilling plans would be severely compromised.
Questar and other companies formed a coalition—the Partnership for the West—to lobby the Bush administration to keep the grouse off the endangered species list. Led by Jim Sims, a former communications director for President George W. Bush’s Energy Task Force, the coalition established a web site where they called on members to lobby “key administration players in Washington” and to “unleash grass-roots opposition to a listing, thus providing some cover to the political leadership at Department of Interior and throughout the administration.” The coalition also suggested “funding scientific studies” that would be designed to show that the sage grouse was not endangered. According to Sims, the attempt to categorize the grouse as an endangered species was spearheaded by “environmental extremists who have converged on the American West in an effort to stop virtually all economic growth and development. They want to restrict business and industry at every turn. They want to put our Western lands off-limits to all of us.”

Dru Bower, vice president of the Petroleum Association of Wyoming, said, “[endangered species] listings are not good for the oil and gas industry, so anything we can do to prevent a species from being listed is good for the industry. If the sage grouse is listed, it would have a dramatic effect on oil and gas development in the state of Wyoming.”

The sage grouse was not the only species affected by Questar’s drilling operations. The gas fields to which Questar wanted additional drilling rights was an area 8 miles long and 3 miles wide, located on the northern end of the mesa. This property was located in the middle of the winter range used by mule deer and pronghorn antelope, some of which migrate to the mesa area from as far away as the Grand Teton National Park, 170 miles to the north. Although the mesa was elevated and winters there were harsh, it was much lower than the mountains where the mule deer and pronghorn antelope lived in spring and summer, and the mesa provided large fields of sagebrush that fed the animals. Migration studies conducted between 1998 and 2001 revealed that the pronghorn antelope herds make one of the longest annual migrations among North American big game animals. The area around Pinedale is laced with migration corridors used by thousands of mule deer and pronghorn every fall as they make their way south to their winter grounds on the mesa and the Green River Basin. Traffic on Highway 191 which cuts across some of the migration corridors sometimes has to be stopped to let bunched-up pronghorn herds pass. Environmentalists feared that if the animals were prevented from reaching their winter ranges or if the winter ranges became inhospitable, the large herds would wither as the animals died off.

Unfortunately, drilling operations create a great deal of noise and require the constant movement of many trucks and other large machines, all of which can severely impact animals during the winter when they are already physically stressed and vulnerable due to their low calorie intake. Some studies had suggested that even the mere presence of humans disturbed the animals and led them to avoid an area. Consequently, the BLM required Questar to cease all drilling operations on the mesa each winter from November 15 to May 1. In fact, to protect the animals the BLM prohibited all persons, whether on foot or on automobile, from venturing into the area during winter. The BLM, however, made an exception for Questar trucks and personnel who had to continue to haul off liquid wastes from wells that had already been drilled and that continued to operate during the winter (the winter moratorium prohibited only drilling operations, and completed wells were allowed to continue to pump gas throughout the year).

Being forced to stop drilling operations during the winter months was extremely frustrating and costly to Questar. Drilling crews had to be laid off at the beginning of winter, and new crews had to be hired and retrained every spring. Every fall the company had to pack up several tons of equipment, drilling rigs, and trucks and move them off the mesa. Because of the seasonal interruption in its drilling schedule, the full development of its oil fields was projected to take 18 years, much longer than the company wanted.

In 2004, Questar submitted a proposal to the Bureau of Land Management. Questar proposed to invest in a new kind of drilling rig that allowed up to 16 wells to be dug from a single pad, instead of the traditional 1 or 2. The new technology (called directional drilling) aimed the drill underground at a slanted angle away from the pad, so that by placing wells around the perimeter of the pad, all at an underground slant leading away from the pad—like the outstretched tentacles on an octopus—multiple distant locations could be tapped by several wells branching out from a single pad. This minimized the surface land occupied by the wells: while traditional drilling required 16 separate 2–4 acre pads to support 16 wells, the new “directional drilling” technology allowed a single pad to hold 16 wells. The technology also reduced the number of required roadways and distribution pipes since a single access road and pipe could now service the same number of wells that traditionally required 16 different roads and 16 different pipes. Questar also proposed that instead of carrying liquid wastes away from operating wells on noisy tanker trucks, the company would build a second pipe system that would pump liquid wastes away automatically. These innovations, Questar pointed out, would substantially reduce any harmful impact that drilling and pumping had on the wildlife inhabiting the mesa. Using the new technology for the additional 400 wells the company wanted to drill would require 61 pads instead of 150, and the pads would occupy 533 acres instead of 1,474.

The new directional drilling technology added about $500,000 to the cost of each well and required investing in several new drilling rigs. The added cost for the 400...
addition wells. Questar noted, however, that “the company anticipates that it can justify the extra cost if it can drill and complete all the wells on a pad in one continuous operation” that continued through the winter.6 If the company was allowed to drill continuously through the winter, it would be able to finish drilling all its wells in 9 years instead of 18, thereby almost doubling the company’s revenues from the project over those 9 years. This acceleration in its revenues, coupled with other savings resulting from putting 16 wells on each pad, would enable it to justify the added costs of directional drilling. In short, the company would invest in the new technology that reduced the impact on wildlife, but only if it was allowed to drill on the mesa during the winter months.

In addition, Questar had requested that it be allowed to increase the number of wells it was allowed to drill on the mesa. By now, several other energy companies were trying to get permission to drill on the mesa, including Ultra Resources, Shell, BP, Stone Energy, Newfield Exploration, Yates Petroleum, and Anschutz. Together, the companies asked the BLM that they be allowed to drill an additional 4,399 natural gas wells on the mesa. And all of them were also requesting they be allowed to drill through the winter.

Although environmentalists welcomed Questar’s willingness to invest in directional drilling, they strongly opposed allowing it or the other companies to operate on the mesa during the winter when mule deer and antelope were there foraging for food and struggling to survive. The Upper Green River Valley Coalition, a coalition of environmental groups, issued a statement that read: “The company should be lauded for using directional drilling, but technological improvements should not come at the sacrifice of important safeguards for Wyoming’s wildlife heritage.”

In order to allow Questar to test the feasibility of directional drilling and to study its effects on wintering deer herds, the Bureau of Land Management decided to let Questar drill wells at a single pad through the winter of 2002–2003 and again through the winter of 2003–2004. The Bureau would launch a 5-year study of the impact of the drilling which would continue until 2007 (later extended beyond 2010). Questar was glad it was at least being given the chance to show that drilling through the winter was compatible with the wildlife living on the mesa. Two of the other companies, Shell and Ultra were also allowed to test winter drilling in 2005.

Before the Bureau made a final decision about whether it would approve the companies’ requests to drill thousands of additional wells and to drill them through the winters, it had to again prepare an environmental impact statement, this one called a “supplemental environmental impact statement” or SEIS.7 The Bureau therefore began collecting information about the impact of increasing the number of wells and allowing year-round drilling. Its 5-year study of the impact of winter drilling was expanded to include on-going monitoring of wildlife on the mesa. In a preliminary 2004 report on the results of its study, the Bureau of Land Management said that it had found “no conclusive data to indicate quantifiable, adverse effects to deer” due to drilling. The Bureau was clearly anxious to avoid the public dismay that it had created when it had first opened up the mesa to drilling by Questar and it was trying to be as open as possible. During the winter of 2005 and the spring of 2006, the Bureau held several open meetings at which the public was invited to comment on the requests of Questar and the other companies. In December, 2006, the Bureau completed the first draft of its environmental statement and released it to the public for more comments. Based on this additional input, a second preliminary draft was issued for public comment in December, 2007 and the Bureau held additional public meetings on the second draft during early 2008.

Finally, on September 12, 2008, the Bureau issued its decision on the requests of the drilling companies, along with the final draft of its environmental impact statement. Its decision assumed that future drilling would use the new drilling technology Questar had proposed. According to the Bureau, it had studied the impact of five main alternative decisions it could render: (1) continue to prohibit winter drilling and allow no additional wells; (2) allow winter drilling and allow 4,399 more wells on a maximum of 600 drilling pads all located within a large “core area” in the central part of the mesa; (3) allow winter drilling and 4,399 more wells on a maximum 600 pads plus: confine drilling to specific parts of the “core area” and prohibit drilling or disturbance of any areas that were “crucial winter ranges” for mule deer and pronghorn antelope, or mating and nesting areas of the sage grouse; (4) allow winter drilling and 4,399 wells on 600 pads, confine drilling to parts of the core area, prohibit drilling or disturbance of winter ranges of mule deer or pronghorn antelope or mating and nesting areas of sage grouse, plus: prohibit drilling on the thousands of acres (the “flank area”) surrounding the “core area” where drilling was allowed, require annual review of wildlife impacts, and require the companies to establish a fund (with an initial contribution of $4.2 million and annual payments of $7,500 per well) to monitor wildlife and to pay for the costs of mitigating any impacts on wildlife that monitoring detected; (5) Allow drilling only within the “core area” and prohibit drilling in the area around the periphery, but: permit fewer than 4,399 wells and less than 600 pads and limit the total acreage devoted to wells.

The BLM admitted that under all alternatives but (1), the deer and antelope “would continue to be adversely affected,” and “decreased habitats” would result for the sage grouse. Also “surface disturbance is expected to adversely affect migratory birds,” and sediment from drilling that entered rivers could lead to “decreased reproductive
success in spring-spawning native salmon species.” Nevertheless, the BLM decided to choose alternative (4), saying that it provided the best balance between protecting the natural environment and allowing access to the natural gas that was so valuable to the United States. In its official statement of its decision, the BLM added, in an important “appendix B,” that if the number of mule deer or antelope declined by 15 percent in any one year or from their levels in 2005/2006, or if the number of sage grouse declined by 30 percent in any two-year period, then the BLM was required, and had the right, to take a number of “mitigation responses.” Specifically, the BLM had to first try to expand the habitat of the declining species by removing all human disturbances from the large “flank area” surrounding the “core” and by enhancing these areas so they could provide additional habitat by, for example, planting more sagebrush and other edible vegetation. But if this did not work, then the BLM could change where wells were allowed and how fast new wells could be added, as needed to protect wildlife.

Questar and the other companies were pleased with the outcome. They had, essentially, gotten what they had asked for, even if there were limits to where they could drill their wells. The companies quickly moved into the “core areas” and began building and drilling, and continued through the winter of 2009. But on October 28, 2010, Western Ecosystems Technology, the group monitoring wildlife on the Pinedale Mesa, announced that in 2009 mule deer on the mesa had declined by 60 percent compared to their numbers in 2001, and by 28 percent compared to their number in 2005. The Western Ecosystem Technology study also found that in 2009 less than 70 percent of adult female mule deer survived the winter on the mesa, compared to a normal survival rate of 85 percent. A representative of Shell, one of the companies drilling on the mesa, reacted by saying more research was needed: “Let’s see what the results are before we start reacting too much to what could be naturally caused variation.” But a local Bureau official responded that since the decline in deer numbers had passed the threshold of 15 percent, “aggressive and positive action” on mitigation measures was required.

Questions
1. What are the systemic, corporate, and individual issues raised in this case?
2. How should wildlife species like grouse or deer be valued, and how should that value be balanced against the economic interests of a society or of a company like Questar? What principles or rules would you propose we use to balance the value of wildlife species against economic interests?
3. In light of the fact that natural gas reduces the U.S.’s undesirable dependence on foreign oil and the fact that natural gas produces less greenhouse gases than coal, oil, and other fuels, should Questar continue its drilling operations? Does the environmental impact of Questar’s drilling operations imply that Questar is morally obligated to stop drilling wells on the Pinedale Mesa? Explain.
4. What, if anything, should Questar and the other companies be doing differently?
5. From an ethical point of view, was alternative (4) the best option among those from which the BLM chose? Is another alternative better from an ethical point of view? Explain your answer.
6. Should the loss of species produced by the drilling operations of Questar be considered a problem of pollution or a problem of conservation? Can the loss of species by evaluated as an “external cost”? Explain.
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The Ethics of Consumer Production and Marketing

How far must manufacturers go to make their products safe?

Is the relationship between a business and its customers merely a contract, or is there more to it than that?

Does the fact that companies know more about their products than customers impose on them a duty to protect customers from injury or harm?

What responsibility do businesses have for customer injuries no one could reasonably have foreseen or prevented?

On the whole, does advertising help or harm consumers?

Do companies have a duty to protect their customers’ privacy?

Coca-Cola Company delivery truck in the streets of Hainan, China. Coca-Cola markets its iconic drink to consumers worldwide using images of healthy athletes. On February 16, 2011, the Center for Science in the Public Interest warned that “the 'caramel coloring’ used in Coca-Cola, Pepsi, and other foods is contaminated with two cancer-causing chemicals,” and asked the FDA to ban the chemicals from all foods.
Motor vehicles annually kill 34,000 Americans including pedestrians (traffic crashes are the leading cause of death for Americans between 2 and 34 years of age), incapacitate 260,000, and injure 2.2 million others,\(^1\) while firearms kill 32,000 and injure an additional 65,000.\(^2\) The cigarettes that Phillip Morris, American Brands, RJ Reynolds, B. A. T., Loews, and Liggett companies sell kill 440,000 of their U.S. customers each year, almost as many Americans as AIDS has killed during its entire 30-year history.\(^3\) Worldwide cigarettes kill 5 million customers a year, more than twice what AIDS kills. Prescription painkillers cause about 12,000 U.S. deaths each year and hospitalize another 300,000 people.\(^4\) Two hundred thousand children are injured annually by playground equipment and 147 die of their injuries.\(^5\) All-terrain vehicles (ATVs) kill between 600 and 800 people a year and injure about 130,000.\(^6\)

The number of product deaths and injuries would be much greater if the U.S. government did not regularly require companies to recall defective or harmful products. Here is a small sample from among the millions of defective products that have to be recalled each year:

**Baby Slings – Infantino (2010)** In this recent case, approximately 1 million Infantino baby slings were recalled due to breathing hazards that arise from the product’s design. Infantino’s “SlingRider” and “Wendy Bellissimo” models were called back because the soft material and “C” curve could push a baby’s head forward, making it very difficult—if not impossible—for a baby to breathe.

**High Chairs – Graco (2010)** The U.S. Consumer Product Safety Commission (CPSC) issued a recall of Graco’s Harmony model of high chair after the chair’s design was deemed unsafe. Approximately 1.2 million high chairs were recalled in March 2010, in response to the reported 24 injuries. In January, Graco recalled approximately 1.5 million strollers due to fingertip amputation and laceration hazards.

**Faulty Pedals and Floor Mats – Toyota (2010)** In January 2010, Toyota issued a second recall in three months for various models of Toyota and Lexus cars due to problems with faulty pedals and floor mats that, in some cases, led to sudden and unintended acceleration. The automaking giant recalled a total of more than 9 million vehicles, and the company faced congressional probes looking into the matter.

**Window Blinds – 2009** In December 2009, all Roman-style shades and roll-up blinds were recalled after reports that babies and toddlers had died of strangulation after getting caught in the loose cords of the window coverings. In total, nearly 50 million blinds were affected and recalled.

**Cruise Control – Ford (2009)** In October 2009, Ford added an additional 4.5 million vehicles to its largest ever product recall, which spanned an entire decade. The models recalled in October 2009 brought the staggering grand total to more than 14 million recalled vehicles. The cars were recalled due to faulty cruise-control switches that were linked to an estimated 550 vehicle fires across the U.S.\(^7\)

Americans are exposed daily to astonishingly high levels of risk from the use of consumer products. Each year on average 33.6 million people suffer injuries related to consumer products (not counting motor vehicles) and about 28,200 of them are killed.\(^8\) The Consumer Product Safety Commission estimates that the total cost of product related injuries in a single year is about $800 billion.
However, product injuries make up only one category of costs imposed on unwary consumers. Consumers must also bear the costs of deceptive selling practices, shoddy product construction, products that immediately break down, and warranties that are not honored. For example, several years ago, the engine of Martha and George Rose’s General Motors (GM) station wagon began hissing and white smoke poured out of the tailpipe as she drove it 6 miles to work. When their mechanic inspected it, he found a crack in the engine block so the car needed an expensive new engine. But they were not worried since the engine was still under GM’s “5-year or 50,000-mile” warranty. However, when a GM mechanic inspected their car, he concluded that the radiator thermostat had stuck shut so no coolant had reached the engine. Because the thermostat was only under a “12-month or 12,000-miles” warranty that had by then expired, and because the faulty thermostat had caused the engine to overheat and the engine block to crack, GM concluded it had no responsibility under its “5-year or 50,000-mile” warranty.\(^9\)

The practices of AT&T Inc. and its subsidiaries illustrate the difficulties consumers face. In 2003, AT&T’s California division, then called “Pacific Bell,” paid $15 million in fines for “deceptive” marketing of its telephone services. The deception was almost identical to what the company had done a few years earlier, when it had to pay a $17 million fine for duping telephone customers into buying an expensive package of optional features without telling them the features did not have to be purchased as part of the company’s basic service. The company’s policy, according to one of its sales representatives, was that “People should be intelligent enough to ask; why should it be PacBell’s job to tell them?’’\(^10\) In 2003 the company renamed an expensive package of optional services “The Basics” so that when new customers called asking for “basic” telephone service, sales representatives sold them the expensive package without telling them cheaper basic service was available. In 2010 AT&T was accused of “fraud and deceit” in a class action lawsuit that claimed the company “intentionally, knowingly and artificially inflates the data usage” of its cell phone customers by “an amount that is three to five times the actual data usage … then bills the customer based upon the inflated data usage … not the actual data used … by that customer.’’\(^11\) According to the lawsuit, when Guardian Corporation, an AT&T customer, became suspicious of its cell phone bills, it hired an expert to go through AT&T’s internal engineering reports and discovered that Guardian’s “actual data usage and data transfer … were, as a matter of corporate policy, being misrepresented by AT&T’s system.” By inflating a customer’s usage, the suit said, AT&T was also able to charge higher “overage” fees for usage beyond the amount the customer’s plan contract allowed, even when the customer stayed within the usage allowed by the plan. Ordinary consumers could not check the accuracy of their bills because they did not have access to AT&T’s internal engineering reports nor to an expert who could understand those reports. AT&T has had to settle other charges of deceptive consumer practices in New York, Florida, Washington, Texas, Louisiana, West Virginia, North Carolina, and several other states as well as charges of nationwide deceptive practices.

Consumers are also bombarded daily by an endless series of advertisements urging them to buy numerous products. Although sometimes defended as sources of information, advertisements are also criticized on the grounds that they rarely do more than give the barest indications of the basic function a product is meant to serve and sometimes misrepresent and exaggerate its qualities. Economists argue that advertising expenditures are a waste of resources and sociologists bemoan the cultural effects of advertising.\(^12\)

This chapter examines the many ethical issues raised by product quality and advertising. The first few sections discuss various approaches to consumer issues, and the last sections deal with consumer advertising. We begin with a focus on what is perhaps the most urgent issue: consumer product injuries and the responsibilities of manufacturers.
1 Markets and Consumer Protection

Consumer advocates point out that each year there are more than 500,000 injuries requiring hospital treatment inflicted on youngsters and adults using toys, nursery equipment, and playground equipment; close to 290,000 people are mangled using home workshop equipment; over 2,800,000 people need emergency treatment for injuries involving home furnishings; and over 3,000,000 people require treatment for injuries involving home construction materials. Non-fatal injuries from motor vehicle accidents in 2009 averaged 51,000 each week and deaths averaged over 90 people per day. A 2010 study concluded that the financial losses from motor vehicle accidents total more than $99 billion a year.

It is sometimes argued that consumers will be protected from injury by the operations of the free market and that neither governments nor businesspeople should intervene in markets to require product safety. The market approach to consumer protection argues that consumer safety can be provided efficiently through the free market because sellers must respond to consumer demands if they are to make a profit. If consumers want products to be safer, they will indicate this preference in markets by willingly paying more for safer products and showing a preference for manufacturers of safe products while turning down the goods of those who make unsafe products. Manufacturers will respond to this demand by building more safety into their products or they risk losing customers to competitors who cater to the safety preferences of consumers. Thus, if consumers want safety the market will provide it and sellers will price it according to how much it costs to provide it (indicated by their supply curve) and how much consumers think its worth (indicated by their demand curve). As a result, the market will provide safety at a fair price, in a way that respects customers’ free choices, and with an efficient use of society’s resources.

On the other hand, if consumers do not place a high value on safety and demonstrate neither a willingness to pay more for safety nor a preference for safer products, then it is wrong for government to force manufacturers to build more safety into their products. Forcing manufacturers to provide more safety than consumers want increases manufacturing costs which leads to higher consumer prices so that ultimately consumers are forced to pay for a product feature they did not want in the first place. Such government interference also distorts markets by leading manufacturers to invest society’s resources where there is little demand, and forcing consumers to pay prices that unfairly charge them for a product quality they do not value. Only consumers can say what value they place on safety, the market approach argues, and they should be allowed to register their preferences through their free choices in markets and not be coerced by businesses or governments into paying for safety levels they do not want. Such coercion leads to unfairness, does not respect the consumer’s right of free choice, and reduces society’s utility.

Critics of this market approach to safety respond, however, that the market approach assumes consumer markets are perfectly competitive, but in fact they rarely are. We can claim that markets are fair, respectful of negative rights, and efficiently maximize utility only when they have the seven characteristics that make them perfectly competitive. When markets are not perfectly competitive because they lack some of these characteristics, it’s hard to say whether they are fair, are respectful of rights, or maximize utility. In particular, we can say consumer markets will respond efficiently and fairly to consumer preferences only if buyers have adequate information about what they are buying, are rational utility maximizers, and have the other characteristics of the perfectly competitive market. However, buyers are not always adequately informed about the goods they are buying, nor are they...
always rational, and most markets lack some of the other characteristics of perfectly competitive markets.

Consumers are often uninformed about the products they buy simply because many products are so complex only an expert can be knowledgeable about them, and because the manufacturer, who is most knowledgeable about the product, may not voluntarily share this knowledge with consumers. And it may be too expensive and impractical for consumers to conduct the research needed to learn enough about a particular product to make an informed purchase decision.\(^\text{17}\)

Moreover, research shows that we become highly inept, irrational, and inconsistent when we make purchase decisions based on estimates about the probability that a product carries no major risk of injury or the probability it will serve our purposes.\(^\text{18}\) We typically underestimate the risks of common life-threatening activities, such as driving, smoking, eating fried foods, or being injured by the products we use, and we overestimate the probabilities of unlikely but memorable events such as tornadoes or attacks by grizzly bears in national parks.\(^\text{19}\) Studies have shown that our probability judgments go astray for a number of reasons, including: we ignore or discount important information about a product, we make broad generalizations on the basis of small samples, we believe in a self-correcting but nonexistent “law of averages,” and we believe that we exert control over purely chance events.\(^\text{20}\) A number of researchers have also shown that people are irrational and inconsistent when weighing choices based on probability estimates about the future, sometimes ranking one future choice as being both better and worse than another and sometimes paying more for the choice they least prefer.\(^\text{21}\)

Finally, as several critics have pointed out, many, perhaps most, consumer markets are not competitive but are, instead, monopolies or oligopolies in which sellers can manipulate price and supply. For example, the markets for automobiles, cigarettes, air travel, soft drinks, televisions, cell phones, gasoline, movies, music, books, breakfast cereals, beer, health insurance, fast food, electronic goods, television cable services, wireless phone service, pharmaceutical drugs, computers, television entertainment, etc., are all oligopolies.

On balance, then, it does not appear that market forces by themselves can deal with all consumer concerns for safety, freedom from risk, and value. Market failures, characterized by inadequate consumer information, irrationality in the choices of consumers, and concentrated markets, undercut arguments that try to show that markets alone can provide adequate consumer protection. Instead, consumers must be protected through the legal structures of government and through the voluntary initiatives of responsible businesspeople. We turn then to examining several views about the responsibilities of businesses toward consumers—views that have formed the basis of many of our consumer laws and of increased calls for greater acceptance of responsibility for consumer protection on the part of business.

It is clear, of course, that part of the responsibility for consumer injuries must rest on consumers. Individuals are often careless in their use of products. “Do-it-yourselfers” use power saws without guards attached or use flammable liquids near open flames. People often use tools and instruments that they do not have the skill, knowledge, or experience to handle. But consumer responsibility is only part of the story. Injuries also arise from flaws in product design, in the materials out of which products are made, and in the processes used to construct products. Insofar as manufacturing defects are the source of product-related injuries, consumer advocates claim, minimizing injuries is the responsibility of manufacturers because they are in the best position to know the hazards a product carries and to eliminate the hazards at the point of manufacture.

Where, then, does the consumers’ duty to protect his or her own interests end, and where does the manufacturer’s duty to protect consumers’ interests begin?

---

**Quick Review 3**

**Problems with the Market Approach**

Assumes markets are perfectly competitive but they are not because:

- Buyers do not have adequate information when products are complex and information is costly and hard to find
- Buyers are often not rational about product risk or probabilities and are often inconsistent
- Many consumer markets are monopolies or oligopolies.
Three different theories on the ethical duties of manufacturers have been developed, each of which strikes a different balance between consumers’ duty to protect themselves and the manufacturer’s duty to protect consumers: the contract view, the “due care” view, and the social costs view. The contract view would place the greater responsibility on the consumer, whereas the due care and social costs views place the larger measure of responsibility on the manufacturer. We examine each of these in turn.

2 The Contract View of Business Firm’s Duties to Consumers

According to the contract view of the business firm’s duties to its customers, the relationship between a business firm and its customers is essentially a contractual relationship, and the firm’s moral duties to the customer are those created by this contractual relationship. When a consumer buys a product, this view holds, the consumer voluntarily enters into a “sales contract” with the business firm. The firm freely and knowingly agrees to give the consumer a product with certain characteristics, and the consumer in turn freely and knowingly agrees to pay a certain sum of money to the firm for the product. By virtue of having voluntarily entered this agreement, the firm then has a duty to provide a product with those characteristics, and the consumer has a correlative right to get a product with those characteristics.

The contract theory of the business firm’s duties to its customers rests on the view that a contract is a free agreement that imposes on the parties the basic duty of complying with the terms of the agreement. We examined this view earlier and noted the two justifications Kant provided for the view: A person has a duty to do what the person contracts to do because failure to adhere to the terms of a contract is a practice that (a) cannot be universalized, and (b) treats the other person as a means and not as an end. Rawls’s theory also provides a justification for the view, but one that is based on the idea that our freedom is expanded by the recognition of contractual rights and duties: An enforced system of social rules that requires people to do what they contract to do will provide them with the assurance that contracts will be kept. Only if they have such assurance will people feel able to trust each other’s word and, on that basis, to secure the benefits of the institution of contracts.

We also noted that traditional moralists have argued that the act of entering into a contract is subject to several secondary moral constraints:

1. Both of the parties to the contract must have full knowledge of the nature of the agreement they are entering.
2. Neither party to a contract must intentionally misrepresent the facts of the contractual situation to the other party.
3. Neither party to a contract must be forced to enter the contract under duress or undue influence.

These secondary constraints can be justified by the same sorts of arguments that Kant and Rawls use to justify the basic duty to perform one’s contracts. Kant, for example, easily shows that misrepresentation in the making of a contract cannot be universalized, and Rawls argues that if misrepresentation were not prohibited, fear of deception would make members of a society feel less free to enter contracts. However, these secondary constraints can also be justified on the grounds that a contract cannot exist unless these constraints are fulfilled. A contract is essentially a free agreement
struck between two parties. Because an agreement cannot exist unless both parties know what they are agreeing to, contracts require full knowledge and the absence of misrepresentation. Because freedom implies the absence of coercion, contracts must be made without duress or undue influence.

Hence, the contractual theory of business firms’ duties to consumers claims that a business has four main moral duties: the basic duty of (1) complying with the terms of the sales contract and the secondary duties of (2) disclosing the nature of the product, (3) avoiding misrepresentation, and (4) avoiding the use of duress and undue influence. By acting in accordance with these duties, a business respects the right of consumers to be treated as free and equal persons—that is, in accordance with their right to be treated only as they have freely consented to be treated.

The Duty to Comply

The most basic moral duty that a business firm owes its customers, according to the contract view, is the duty to provide consumers with a product that lives up to those claims that the firm expressly made about the product, which led the customers to enter the contract freely and which formed the customers’ understanding concerning what they were agreeing to buy. Winthrop Laboratories, for example, marketed a painkiller that it advertised as nonaddictive. Subsequently, a patient using the painkiller became addicted to it and shortly died from an overdose. A court found Winthrop Laboratories liable for the patient’s death because, although it had expressly stated that the drug was nonaddictive, Winthrop Laboratories had failed to live up to its duty to comply with this express contractual claim. As this example suggests, our legal system has incorporated the moral view that firms have a duty to live up to the express claims they make about their products. The Uniform Commercial Code (a model set of laws regulating commercial transactions that have been completely or partially adopted by all 50 states), for example, states in Section 2-314:

> Any affirmation of fact or promise made by the seller to the buyer that related to the goods and becomes part of the basis of the bargain creates an express warranty that the goods shall conform to the affirmation or promise.

In addition to the duties that result from the express claims a seller makes about the product, the contract view also holds that the seller has a duty to carry through on any implied claims knowingly made about the product. For example, the seller has the moral duty to provide a product that can be used safely for the ordinary and expected purposes for which the customer, relying on the seller’s judgment, has been led to believe it can be used. Sellers are morally bound to do whatever they know the buyers understood the sellers were promising because at the point of sale, sellers should have corrected any misunderstandings of which they were aware. This idea of an implied agreement has also been incorporated into the law. Section 2-315 of the Uniform Commercial Code, for example, reads:

> Where the seller at the time of contracting has reason to know any particular purpose for which the goods are required and that the buyer is relying on the seller’s skill or judgment to select or furnish suitable goods, there is ... an implied warranty that the goods shall be fit for such purpose.

The express or implied claims that a seller might make about the qualities possessed by the product range over a variety of areas and are affected by a number of
factors. Frederick Sturdivant classified these areas in terms of four variables: “The
definition of product quality used here is: the degree to which product performance
meets predetermined expectations with respect to (1) reliability, (2) service life,
(3) maintainability, and (4) safety.”

Reliability Claims of reliability refer to the probability that a product will function
as the consumer is led to expect that it will function. If a product incorporates a
number of interdependent components, then the probability that it will function properly
is equal to the result of multiplying together each component’s probability of proper
functioning. As the number of components in a product multiplies, therefore, the
manufacturer has a corresponding duty to ensure that each component functions
in such a manner that the total product is as reliable as it is implicitly or expressly
claimed to be. This is especially the case when malfunction poses health or safety haz-
ards. The U.S. Consumer Product Safety Commission lists hundreds of examples of
product hazards on its web site.

Service Life Claims concerning the life of a product refer to the period of time dur-
ing which the product will function as effectively as the consumer is led to expect it to function. Generally, the consumer implicitly understands that service life will depend
on the amount of wear and tear to which one subjects the product. In addition, con-
sumers also base some of their expectations of service life on the explicit guarantees
the manufacturer attaches to the product.

A more subtle factor that influences service life is the factor of obsolescence. Technological advances may render some products obsolete when a new product
appears that carries out the same functions more efficiently. Purely stylistic changes
may make last year’s product appear dated and less desirable. The contract view im-
plies that sellers who know that a certain product will become obsolete have a duty
to correct any mistaken beliefs they know buyers will form concerning the service life
they may expect from the product.

Maintainability Claims of maintainability are claims concerning the ease with
which the product can be repaired and kept in operating condition. Claims of main-
tainability are often made in the form of an express warranty. Whirlpool Corpora-
tion, for example, appended this express warranty on one of its products:

> During your first year of ownership, all parts of the appliance (except the
> light bulbs) that we find are defective in materials or workmanship will be
> repaired or replaced by Whirlpool free of charge, and we will pay all la-
> bor charges. During the second year, we will continue to assume the same
> responsibility as stated above except you pay any labor charges.

But sellers often also imply that a product may be easily repaired even after the expi-
ration date of an express warranty. In fact, however, product repairs may be costly, or
even impossible, because of the unavailability of parts.

Product Safety Implied and express claims of product safety refer to the degree of risk
associated with using a product. Because the use of virtually any product involves some
degree of risk, questions of safety are essentially questions of acceptable and known
levels of risk. That is, a product is safe if its attendant risks are known and judged to
be “acceptable” or “reasonable” by the buyer in view of the benefits the buyer expects
to derive from using the product. This implies that sellers comply with their part of a
free agreement if the sellers provide a product that involves only those risks they say it
Risks of bodily harm to users are not unreasonable when consumers understand that risks exist, can appraise their probability and severity, know how to cope with them, and voluntarily accept them to get benefits they could not obtain in less risky ways. When there is a risk of this character, consumers have reasonable opportunity to protect themselves; and public authorities should hesitate to substitute their value judgments about the desirability of the risk for those of the consumers who choose to incur it. But preventable risk is not reasonable (a) when consumers do not know that it exists; or (b) when, though aware of it, consumers are unable to estimate its frequency and severity; or (c) when consumers do not know how to cope with it, and hence are likely to incur harm unnecessarily; or (d) when risk is unnecessary in that it could be reduced or eliminated at a cost in money or in the performance of the product that consumers would willingly incur if they knew the facts and were given the choice.32

Thus, the seller of a product (according to the contractual theory) has a moral duty to provide a product whose use involves no greater risks than those the seller expressly communicates to the buyer, or those the seller implicitly communicates by the implicit claims made when marketing the product for a use whose normal risk level is well known. If the label on a bottle, for example, indicates only that the contents are highly toxic (“Danger: Poison”), the product should not include additional risks from flammability. If a firm makes and sells skis, use of the skis should not carry risks other than the well-known risks that attend skiing (e.g., it should not involve the added possibility of being pierced by splinters should the skis fracture). In short, sellers have a duty to provide a product with a level of risk that is no higher than they expressly or implicitly claim it to be and that consumers freely and knowingly contract to assume.

**The Duty of Disclosure**

An agreement cannot bind unless both parties to the agreement know what they are doing and freely choose to do it. This implies that the seller who intends to enter a contract with a customer has a duty to disclose exactly what the customer is buying and what the terms of the sale are. At a minimum, this means the seller has a duty to inform the buyer of any characteristics of the product that could affect the customer’s decision to purchase the product. For example, if the product the consumer is buying possesses a defect that poses a risk to the user’s health or safety, the consumer should be so informed. Some have argued that sellers should also disclose a product’s components or ingredients, its performance characteristics, costs of operation, product ratings, and any other applicable standards.33

Behind the claim that entry into a sales contract requires full disclosure is the idea that an agreement is free only to the extent that one knows what alternatives are available: Freedom depends on knowledge. The more the buyer knows about the various products available on the market and the more comparisons the buyer is able to make among them, the more one can say that the buyer’s agreement is voluntary.34

The view that sellers should provide a great deal of information for buyers, however, has been criticized on the grounds that information is costly and, therefore, should be treated as a product for which the consumer should either pay or do without. In short, consumers should freely contract to purchase information as they freely contract to purchase goods, and producers should not have to provide it for them.35 The problem with this criticism is that the information on which a person
bases a decision to enter a contract is a rather different kind of entity from the product exchanged through the contract. Because a contract must be entered into freely and free choice depends on knowledge, contractual transactions must be based on an open exchange of information. If consumers had to bargain for such information, the resulting contract would hardly be free.

The Duty Not to Misrepresent

Misrepresentation, even more than the failure to disclose information, renders freedom of choice impossible. That is, misrepresentation is coercive: The person who is intentionally misled acts as the deceiver wants the person to act and not as the person would freely have chosen to act if the person had known the truth. Because free choice is an essential ingredient of a binding contract, intentionally misrepresenting the nature of a commodity is ethically wrong.

Sellers misrepresent a commodity when they represent it in a way deliberately intended to deceive the buyer into thinking something about the product that the seller knows is false. The deception may be created by a verbal lie, as when a used model is described as new, or it may be created by a gesture, as when an unmarked used model is displayed together with several new models. The deliberate intent to misrepresent by false implication is as wrong as the explicit lie.

The varieties of misrepresentation seem to be limited only by the ingenuity of the greed that creates them. A computer software or hardware manufacturer may market a product it knows contains “bugs” without informing buyers of that fact; a manufacturer may give a product a name that the manufacturer knows consumers will confuse with the brand name of a higher-quality competing product; the manufacturer may write wool or silk on material made wholly or partly of cotton; the manufacturer may mark a fictitious “regular price” on an article that is always sold at a much lower “sale” price; a business may advertise an unusually low price for an object that the business actually intends to sell at a much higher price once the consumer is lured into the store; a store may advertise an object at an unusually low price, intending to “bait and switch” the unwary buyer over to a more expensive product; and a producer may solicit paid “testimonials” from professionals who have never really used the product. Sellers can be astonishingly creative. We return to some of these issues when we discuss advertising.

The Duty Not to Coerce

People often act irrationally when under the influence of fear or emotional stress. When a seller takes advantage of a buyer’s fear or emotional stress to extract consent to an agreement that the buyer would not make if the buyer were thinking rationally, the seller is using duress or undue influence to coerce. An unscrupulous funeral director, for example, may skillfully induce guilt-ridden and grief-stricken survivors to invest in funeral services they cannot afford. Because entry into a contract requires freely given consent, the seller has a duty to refrain from exploiting emotional states that may induce buyers to act irrationally against their own best interests. For similar reasons, the seller also has the duty not to take advantage of gullibility, immaturity, ignorance, or any other factors that reduce or eliminate the buyer’s ability to make free rational choices.

Problems with the Contractual Theory

The main objections to the contract theory focus on the unreality of the assumptions on which the theory is based. First, critics argue, the theory unrealistically assumes that manufacturers make direct agreements with consumers. Nothing could be
farther from the truth. Normally, a series of wholesalers and retailers stands between the manufacturer and the ultimate consumer. The manufacturer sells the product to the wholesaler, who sells it to the retailer, who finally sells it to the consumer. The manufacturer never enters into any direct contract with the consumer. How then can one say that manufacturers have contractual duties to the consumer?

Advocates of the contract view of manufacturers’ duties have tried to respond to this criticism by arguing that manufacturers enter into indirect agreements with consumers. Manufacturers promote their products through their own advertising campaigns. These advertisements supply the promises that lead people to purchase products from retailers, who merely function as “conduits” for the manufacturer’s product. Consequently, through these advertisements, the manufacturer forges an indirect contractual relationship not only with the immediate retailers who purchase the manufacturer’s product, but also with the ultimate consumers of the product. The most famous application of this doctrine of broadened indirect contractual relationships is to be found in a 1960 court opinion, *Henningsen v. Bloomfield Motors*.\(^3\) Mrs. Henningsen was driving a new Plymouth when it suddenly gave off a loud cracking noise. The steering wheel spun out of her hands and the car lurched to the right and crashed into a brick wall. Mrs. Henningsen sued the manufacturer, Chrysler Corporation. The court opinion read:

Under modern conditions the ordinary layman, on responding to the importuning of colorful advertising, has neither the opportunity nor the capacity to inspect or to determine the fitness of an automobile for use; he must rely on the manufacturer who has control of its construction, and to some degree on the dealer who, to the limited extent called for by the manufacturer’s instructions, inspects and services it before delivery. In such a marketing milieu his remedies and those of persons who properly claim through him should not depend “upon the intricacies of the law of sales. The obligation of the manufacturer should not be based alone on privity of contract [that is, on a direct contractual relationship]. It should rest, as was once said, upon “the demands of social justice” *Mazetti v. Armous & Co.* (1913). “If privity of contract is required,” then, under the circumstances of modern merchandising, “privity of contract exists in the consciousness and understanding of all right-thinking persons….” Accordingly, we hold that under modern marketing conditions, when a manufacturer puts a new automobile in the stream of trade and promotes its purchase by the public, an implied warranty that it is reasonably suitable for use as such accompanies it into the hands of the ultimate purchaser.

Thus, the car manufacturer was found liable for Mrs. Henningsen’s injuries on the grounds that its advertising had created a contractual relationship with Mrs. Henningsen and this contract created an “implied warranty” about the car, which the manufacturer had a duty to fulfill.

A second objection to the contract theory focuses on the fact that a contract is a two-edged sword. If a consumer can freely agree to buy a product with certain qualities, the consumer can also freely agree to buy a product without those qualities. That is, freedom of contract allows a manufacturer to be released from contractual obligations by explicitly disclaiming that the product is reliable, serviceable, safe, and so on. Many manufacturers put such disclaimers on their products. The Uniform Commercial Code, in fact, stipulates in Section 2-316:

a. Unless the circumstances indicate otherwise, all implied warranties are excluded by expressions like “as is,” “with all faults,” or other language that in common understanding calls the buyer’s attention to the exclusion of warranties and makes plain that there is no warranty, and
b. When the buyer before entering into the contract has examined the goods or the sample or model as fully as he desired, or has refused to examine the goods, there is no implied warranty with regard to defects that on examination ought in the circumstances to have been revealed to him.

The contract view, then, implies that if the consumer has ample opportunity to examine the product and the seller’s disclaimers of responsibility and voluntarily consents to buy it anyway, the consumer assumes the responsibility for the defects disclaimed by the manufacturer, as well as for any defects the customer may carelessly have overlooked. Disclaimers can effectively nullify all contractual duties of the manufacturer.

A third objection to the contract theory criticizes the assumption that buyer and seller meet each other as equals in the sales agreement. The contractual theory assumes that buyers and sellers are equally skilled at evaluating the quality of a product and that buyers are able to adequately protect their interests against the seller. This is the assumption built into the requirement that contracts must be freely and knowingly entered into: Both parties must know what they are doing and neither must be coerced into doing it. This equality between buyer and seller that the contractual theory assumes derives from the laissez-faire ideology that accompanied the historical development of contract theory. Classical laissez-faire ideology held that the economy’s markets are competitive and that in competitive markets the consumer’s bargaining power is equal to that of the seller. Competition forces the seller to offer the consumer as good or better terms than the consumer could get from other competing sellers, so the consumer has the power to threaten to take business to other sellers. Because of this equality between buyer and seller, it was fair that each be allowed to try to outbargain the other and unfair to place restrictions on either. In practice, this laissez-faire ideology gave birth to the doctrine of *caveat emptor*: Let the buyer beware.

In fact, sellers and buyers do not exhibit the equality that these doctrines assume. A consumer who must purchase hundreds of different kinds of commodities cannot hope to be as knowledgeable as a manufacturer who specializes in producing a single product and who has greater bargaining power. Consumers generally have neither the expertise nor the time to acquire and process the information on which they must base their purchase decisions. Consequently, consumers must usually rely on the word and the judgment of the seller in making their purchase decisions and are particularly vulnerable to being harmed by the seller. Equality, far from being the rule, as the contract theory assumes, is usually the exception.

### 3 The Due Care Theory

The “due care” theory of the manufacturer’s duties to consumers is based on the idea that consumers and sellers do not meet as equals and that the consumer’s interests are particularly vulnerable to being harmed by the manufacturer who has a knowledge and an expertise that the consumer lacks. Because manufacturers are in a more advantaged position, they have a duty to take special care to ensure that consumers’ interests are not harmed by the products that they offer them. The doctrine of *caveat emptor* is here replaced with a weak version of the doctrine of *caveat vendor*: Let the seller beware. A New York court decision neatly described the advantaged position of the manufacturer and the consequent vulnerability of the consumer:

Today as never before the product in the hands of the consumer is often a most sophisticated and even mysterious article. Not only does it usually emerge as a sealed unit with an alluring exterior rather than as a visible assembly of component parts, but its functional validity and usefulness often...
depend on the application of electronic, chemical, or hydraulic principles far beyond the ken of the average consumer. Advances in the technologies of materials, of processes, of operational means have put it almost entirely out of the reach of the consumer to comprehend why or how the article operates, and thus even farther out of his reach to detect when there may be a defect or a danger present in its design or manufacture. In today’s world it is often only the manufacturer who can fairly be said to know and to understand when an article is suitably designed and safely made for its intended purpose. Once floated on the market, many articles in a very real practical sense defy detection of defect, except possibly in the hands of an expert after laborious, and perhaps even destructive, disassembly. By way of direct illustration, how many automobile purchasers or users have any idea how a power steering mechanism operates or is intended to operate, with its “circulating work and piston assembly and its cross shaft splined to the Pitman arm”? We are accordingly persuaded that from the standpoint of justice as regards the operating aspect of today’s products, responsibility should be laid on the manufacturer, subject to the limitations we set forth.

The “due care” view holds, then, that because consumers must depend on the greater expertise of the manufacturer, the manufacturer not only has a duty to deliver a product that lives up to the express and implied claims about it, but also has a duty to exercise due care to prevent others from being injured by the product even if the manufacturer explicitly disclaims such responsibility and the buyer agrees to the disclaimer. The manufacturer violates this duty and is negligent when there is a failure to exercise the care that a reasonable person could have foreseen would be necessary to prevent others from being harmed by use of the product. Due care must enter into the design of the product, the choice of reliable materials for constructing the product, the manufacturing processes involved in putting the product together, the quality control used to test and monitor production, and the warnings, labels, and instructions attached to the product. In each of these areas, according to the due care view, the manufacturer, in virtue of a greater expertise and knowledge, has a positive duty to take whatever steps are necessary to ensure that when the product leaves the plant it is as safe as possible, and the customer has a right to such assurance. Failure to take such steps is a breach of the moral duty to exercise due care and a violation of the injured person’s right to expect such care—a right that rests on the consumer’s need to rely on the manufacturer’s expertise.

The respected scholar of management, Edgar Schein, sketched out the basic elements of the “due care” theory when he noted that “it is the vulnerability of the client that has necessitated the development of moral and ethical codes surrounding the relationship” between a professional and his client. A professional—like a lawyer, a doctor, a real estate agent, or an engineer—has knowledge or expertise that he or she exercises in the interests of the client and the client has to trust the professional to protect and advance those interests. But this makes the client vulnerable to being exploited by the more knowledgeable professional. This vulnerability, Schein claims, led to the development of professional codes of ethics that impose on professionals the ethical duty to use their skills only to serve and protect the interests of the client. But the consumer is likewise “in a relatively vulnerable position” relative to the manager of a company from which the consumer buys a product, since the consumer lacks the expertise to adequately evaluate the product. Managers have “knowledge and skills” that they exercise on behalf of the consumer and they can use their knowledge and skills to take advantage of the vulnerable consumer’s lack of expertise. Therefore, Schein argues, managers, like professionals, must be charged with the ethical duty...
The Tobacco Companies and Product Safety

On June 28, 2010, a mammoth case that had begun more than 10 years earlier finally came to a definitive end. The case, U.S. v. Philip Morris et al., pitted the U.S. Department of Justice (DOJ) against Philip Morris and eight other cigarette companies, and had the DOJ asking that the companies be forced to “disgorge” and give to the government the hundreds of billions of dollars they had earned since 1953. The DOJ argued that since 1953 the companies had conspired to deceive the public about the risks of smoking and its addictive nature, and so had operated as outlaw companies as defined by the Racketeer-Influenced and Corrupt Organizations Act (RICO) which requires convicted companies to “disgorge” the profits they had earned. In 1953, the DOJ showed, the companies met in New York and formed a group called the Tobacco Industry Research Committee (TIRC) that began a “conspiracy to deny that smoking caused disease and to maintain that whether smoking caused disease was an ‘open question’ despite having actual knowledge that smoking did cause disease.” In the 1950s, despite published research showing that smoking causes cancer, the group spent millions of dollars advertising that “there is no proof that cigarette smoking is one of the causes” of lung cancer. For example, one ad virtually shouted: “MORE DOCTORS SMOKE CAMELS THAN ANY OTHER CIGARETTE! Family physicians, surgeons, diagnosticians, nose and throat specialists, doctors in every branch of medicine . . . a total of 113,597 doctors . . . were asked the question: “What cigarette do you smoke?” And more of them named Camel as their smoke than any other cigarette! Three independent research groups found this to be a fact.”

From the 1960s to the 1990s, the companies spent hundreds of millions more advertising that “a cause and effect relationship between smoking and disease has not been established.” According to the DOJ’s evidence, the tobacco companies advertised that nicotine is not addictive even as they adjusted the amount of nicotine in cigarettes and “controlled the nicotine delivery of cigarettes so that they could addict new users.” The DOJ also provided evidence showing the companies “researched how to target their marketing at children and actively marketed cigarettes to children.” Finally, the DOJ claimed that the companies had a duty to test their product, to design a safe product, and to warn users of its dangers, yet the companies instead did no research and tried to suppress research on smoking risks, even as they marketed a product that killed 400,000 to 500,000 Americans a year. And until forced to do so in 1969, they did not warn smokers of the health risks and addictive nature of smoking and they targeted children who could not adequately assess the true risks of smoking. In 2006, in a 1652-page opinion, Judge Gladys Kessler of the U.S. District Court for the District of Columbia ruled that the DOJ had fully proved its case against the tobacco companies. However, she also ruled against the DOJ’s demand that the companies should be forced to turn over all the profits they had made by conspiring to deceive and harm the public since 1953. Instead, she ruled, the companies would only be “prevented and restrained” from “committing future RICO violations.” Almost immediately after Judge Kessler’s decision, both the DOJ and the tobacco companies appealed her decision to the U.S. Supreme Court. Four years later, on June 28, 2010, the U.S. Supreme Court decided that Judge Kessler’s decision should not be overturned and so rejected the appeals, bringing the decade-long case to an end.

1. If the DOJ claims are true, as Judge Gladys Kessler determined, what do the three theories of manufacturers’ duties imply with respect to the ethical obligations of the tobacco companies and the extent to which they met these obligations?

2. Should the tobacco companies have been forced to turn over the profits they made from their “conspiracy”?
to use their knowledge and skills to serve and protect the interests of the vulnerable consumer.  

The due care view, of course, rests on the principle that agents have a moral duty not to harm or injure other parties by their acts and that this duty is particularly stringent when those other parties are vulnerable and dependent on the judgment of the agent. This principle can be supported from a variety of different moral perspectives, but it is most clearly implied by the requirements of an ethic of care. The principle follows almost immediately, in fact, from the requirement that one should care for the well-being of those with whom one has a special relationship, particularly a relationship of dependence, such as a child has on its mother. Moreover, an ethic of care imposes the requirement that one should carefully examine the particular needs and characteristics of the person with whom one has a special relationship to ensure that one’s care for that person is tailored to that person’s particular needs and qualities. This emphasis on carefully examining the specific needs and characteristics of a vulnerable party is also an explicit and essential part of the due care view.

Although the demands of an ethic of care are aligned with the due care principle that manufacturers have a duty to protect vulnerable consumers, the principle has also been defended from other moral perspectives. Rule utilitarians have defended the principle on the grounds that if the rule is accepted, everyone’s welfare will be advanced. It also has been argued for on the basis of Kant’s theory because the principle seems to follow from the categorical imperative that people should be treated as ends and not merely as means—that is, from the principle that people have a positive right to be helped when they cannot help themselves. Rawls has argued that individuals in the “original position” would agree to the principle because it would provide the basis for a secure social environment. The judgment that individual producers have a duty not to harm or injure vulnerable parties, therefore, is solidly based on several ethical perspectives.

The Duty to Exercise Due Care

According to the due care theory, manufacturers exercise sufficient care only when they take adequate steps to prevent whatever injurious effects they can foresee that the use of their product may have on consumers after having conducted inquiries into the way the product will be used and after having attempted to anticipate possible misuses of the product. A manufacturer is not morally negligent, however, when others are harmed by a product and the harm was not one that the manufacturer could have possibly foreseen or prevented. Nor is a manufacturer morally negligent after having taken all reasonable steps to protect the consumer and ensure that the consumer is informed of any irremovable risks that might still attend the use of the product. For example, a car manufacturer cannot be said to be negligent from a moral point of view when people carelessly misuse the cars the manufacturer produces. A car manufacturer would be morally negligent only if it had allowed unreasonable dangers to remain in the design of the car, i.e., dangers that consumers cannot be expected to know about or cannot guard against on their own.

What specific responsibilities does the duty to exercise due care impose on the producer? In general, the producer’s responsibilities would extend to the following three areas:

**Design** The manufacturer should ascertain whether the design of an article conceals any dangers, whether it incorporates all feasible safety devices, and whether it uses materials that are adequate for the purposes the product is intended to serve. The manufacturer is responsible for being thoroughly acquainted with the design of the

---
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**Manufacturers’ Duties in Due Care Theory**

- When designing product, research its risks in conditions of use, design it so risks are minimized, take capacities of users into account.
- In production, use strict quality control to eliminate defects and ensure materials and manufacturing do not add defects or risk.
- When marketing provide users with information about using product safely, warn of all dangers, do not market to those unable to avoid risk.
item and to conduct research and tests extensive enough to uncover any risks that may be involved in employing the article under various conditions of use. This requires researching consumers and analyzing their behavior, testing the product under different conditions of consumer use, and selecting materials strong enough to stand up to all probable usages. The effects of aging and wear should also be analyzed and taken into account in designing an article.

In determining the safeguards that should be designed into a product, the manufacturer must also take into consideration the capacities of the persons who will use the product. If a manufacturer anticipates that a product will be used by persons who are immature, mentally deficient, or too inexperienced to be aware of the dangers attendant on the use of the product, the manufacturer owes them a greater degree of care than if the anticipated users were of ordinary intelligence and prudence. For example, children cannot be expected to realize the dangers involved in using electrical equipment. Consequently, if a manufacturer anticipates that an electrical item will probably be used by children, steps must be taken to ensure that a person with a child’s understanding will not be injured by the product.

Production The production manager should control the manufacturing processes so as to eliminate any defective items, identify any weaknesses that become apparent during production, and ensure that shortcuts, substitution of weaker materials, or other economizing measures are not taken during manufacture that would compromise the safety of the final product. To ensure this, there should be adequate quality controls over materials that are to be used in the manufacture of the product and over the various stages of manufacture.

Marketing The manufacturer should attach labels, notices, or instructions on the product that will warn the user of all dangers involved in using or misusing the item and that will enable the user to adequately guard against harm or injury. These instructions should be clear and simple, and warnings of any hazards involved in using or misusing the product should also be clear, simple, and prominent. In the case of drugs, manufacturers have a duty to warn physicians of any risks or dangerous side effects that research or prolonged use have revealed. It is a breach of the duty not to harm or injure if the manufacturer attempts to conceal or downplay the dangers related to drug usage. A firm should not oppose regulation of the sale of a product when regulation is the only effective means of ensuring that the users of the product are fully aware of the risks its use involves.

Problems with “Due Care” The basic difficulty raised by the “due care” theory is that there is no clear method for determining when one has exercised enough “due care.” That is, there is no hard-and-fast rule for determining how far a firm must go to ensure the safety of its product. Some authors have proposed this general utilitarian rule: The greater the probability of harm and the larger the population that might be harmed, the more the firm is obligated to do. However, this fails to resolve some important issues. Every product involves at least some small risk of injury. If the manufacturer should try to eliminate even low-level risks, this would require that the manufacturer invest so much in each
product that the product would be priced out of the reach of most consumers. Moreover, even attempting to balance higher risks against added costs involves measurement problems; for example, how does one quantify risks to health and life?

A second difficulty raised by the “due care” theory is that it assumes that the manufacturer can discover the risks that attend the use of a product before the consumer buys and uses it. In fact, in a technologically innovative society, new products whose defects cannot emerge until years or decades have passed will continually be introduced into the market. Only years after thousands of people were using and being exposed to asbestos, for example, did a clear correlation emerge between the incidence of cancer and exposure to asbestos. Although manufacturers may have greater expertise than consumers, their expertise does not make them omniscient. Who, then, is to bear the costs of injuries sustained from products whose defects neither the manufacturer nor the consumer could have uncovered beforehand?

Third, the “due care” view appears to some to be paternalistic: It assumes that the manufacturer should be the one who makes the important decisions for the consumer, at least with respect to the levels of risks that are proper for consumers to bear. One may wonder whether such decisions should not be left up to the free choice of consumers, who can decide for themselves whether they want to pay for additional risk reduction.

4 The Social Costs View of the Manufacturer’s Duties

A third theory on the duties of the manufacturer would extend the manufacturer’s duties beyond those imposed by contractual relationships and beyond those imposed by the duty to exercise due care in preventing injury or harm. This third theory, the social costs view of the manufacturer’s duties to consumers holds that a manufacturer should pay the costs of any injuries sustained through any defects in the product, even when the manufacturer exercised all due care in the design and manufacture of the product and has taken all reasonable precautions to warn users of every foreseen danger. According to this third theory, a manufacturer has a duty to assume the risks of even those injuries that arise out of defects in the product that no one could reasonably have foreseen or eliminated. The theory is a strong version of the doctrine of caveat vendor: Let the seller beware.

This third theory, which has formed the basis of the legal doctrine of strict liability, is founded on utilitarian arguments. The utilitarian arguments for this third theory hold that the “external” costs of injuries resulting from unavoidable defects in the design of an artifact constitute part of the costs society must pay for producing and using an artifact. By having the manufacturer bear the external costs that result from these injuries as well as the ordinary internal costs of design and manufacture, all costs are internalized and added on as part of the price of the product. Internalizing all costs in this way, according to proponents of this theory, will lead to a more efficient use of society’s resources. First, because the price will reflect all the costs of producing and using the artifact, market forces will ensure that the product is not overproduced and resources are not wasted on it. (Whereas if some costs were not included in the price, then manufacturers would tend to consume resources to produce more than is needed.) Second, because manufacturers have to pay the costs of injuries, they will be motivated to exercise greater care and thereby reduce the number of accidents. Therefore, manufacturers will strive to cut down the social costs of injuries, and this means a more efficient use of our resources. To produce the maximum benefits possible from our limited resources, therefore, the social costs of injuries from defective
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**Problems with Due Care Theory**
- Does not limit what producer must spend to eliminate risk
- Does not indicate who should pay for product injuries that cannot be foreseen
- Puts manufacturer in paternalistic position of deciding how much risk is best for consumers.

**strict liability** A legal doctrine that holds that manufacturers must bear the costs of injuries resulting from product defects regardless of fault.
Several companies on the Internet sell genetic tests directly to consumers including 23andMe, Navigenics, decode Genetics, DNA Tribes, Genelex, ScientificMatch, Consumer Genetics, Salugen, DNAPrint Genomics, Genova Diagnostics, Suracell, and many more. The companies ask customers to collect a sample of their genes with a cheek swab and send it to them for testing. Most test by putting the customer’s gene sample on a small flat “DNA microarray chip” that already contains pieces of DNA matching known genes (or gene mutations). If one of the customer’s genes matches one of the pieces of DNA on the chip, it binds to the DNA fragment which creates a tiny fluorescent glow showing that the gene indicated by the DNA fragment is in the sample. A computer then analyzes the pattern of glowing spots on the chip and prints out a list of the genes (or gene mutations) in the customer’s sample. Scientists have discovered a few genes that are associated with specific diseases or personal characteristics. Studies found, for example, genes that are linked to cystic fibrosis, Tay Sachs disease, and Lou Gehrig’s disease, genes that increase the risk of certain breast, colon, and thyroid cancers, and genes associated with sensation seeking, eye color, obesity, and lactose intolerance. They also found that some genes are more often found in people whose ancestors came from certain regions of the world. The companies say that based on these studies and their own gene tests, they can give customers valuable personalized information (for a price, of course). One company, Sciona, (no longer operating) said on its web site: “Sciona is a leader in nutrigenomics, the science of personalizing your nutrition and lifestyle choices to match your genes”; Sciona gave customers “a personalized preventative dietary regime” that was supposed to prevent the diseases their genes put them at risk for. Another site promises: “Based upon the ... [genetic] analysis, Suracell recommends to each client a personalized regimen of nutraceuticals [vitamin supplements].” Another states: “DNA Tribes ... uses genetic material ... to measure your genetic connections to individual ethnic groups and major world regions.” Another company claims to do it all: “With a simple saliva sample we’ll help you gain insight into your traits, from baldness to muscle performance. Discover risk factors for 95 diseases. Know your predicted response to drugs, from blood thinners to coffee. And uncover your ancestral origins.” Critics claim, however, that with a few exceptions, most studies have shown only weak connections between genes and specific traits, disease risks, drug responses, nutritional or vitamin needs, or ancestral origins. Many studies that link specific genes to a disease are only preliminary and the full picture has not yet been worked out. Moreover, critics say, it is wrong to tell customers their genes put them at risk of a deadly disease without proper counseling, especially when the scientific studies are weak and many other environmental, demographic, and lifestyle factors determine actual onset of a disease. Ordinary consumers, they conclude, are being sold a product that they do not have the expertise to interpret. But defenders of the tests say consumers have a right to know what genes they carry and what science has learned about those genes. The companies charge from $140 to test for two or three genes, up to $999 to test for a full suite of genes.

1. Evaluate the ethics of selling gene tests directly to consumers like these companies are doing. What would each of the three theories of a business’s duties to consumers say about what the companies are doing? Under what conditions do you think selling the tests would be ethically legitimate?

2. Check out the video of GAO interviews of gene-test company sales people at http://www.gao.gov/products/gao-10-847t. Evaluate the selling practices shown on the video.
products should be internalized by passing them on to the manufacturer even when the manufacturer has done all that could be done to eliminate such defects. Third, internalizing the costs of injury in this way enables the manufacturer to distribute losses among all the users of a product instead of allowing losses to fall on a few injured individuals who otherwise would have to bear all the costs of injury. Such a distribution of costs would seem to be more fair than imposing the costs on a few victims.

Underlying this third theory on the duties of the manufacturer are the standard utilitarian assumptions about the values of efficiency. The theory assumes that an efficient use of resources is so important for society that social costs should be allocated in whatever way will lead to a more efficient use and care of our resources. On this basis, the theory argues that a manufacturer should bear the social costs for injuries caused by defects in a product even when no negligence was involved and no contractual relationship existed between the manufacturer and user.

**Criticisms of the Social Costs View**

The major criticism of the social costs view of the manufacturer’s duties is that it is unjust. It is unjust, the critics charge, because it violates the basic canons of compensatory justice. Compensatory justice implies that a person should have to compensate an injured party only if the person could have foreseen and prevented the injury. By forcing manufacturers to pay for injuries they could neither foresee nor prevent, the social costs theory (and the legal theory of “strict liability” that flows from it) treats manufacturers unjustly. Moreover, insofar as the social costs theory encourages passing the costs of injuries on to all consumers (in the form of higher prices), consumers are also being treated unfairly since they had nothing to do with the injuries.

A second criticism of the social costs theory attacks the assumption that passing the costs of all injuries on to manufacturers will reduce the number of accidents. On the contrary, critics claim, by relieving consumers of the responsibility of paying for their own injuries, the social costs theory will encourage carelessness in consumers. An increase in consumer carelessness will lead to an increase in consumer injuries.

A third argument against the social costs theory focuses on the financial burdens the theory imposes on manufacturers and insurance carriers. Critics claim that a growing number of consumers successfully sue manufacturers for compensation for any injuries sustained while using a product even when the manufacturer took all due care to ensure that the product was safe. Not only have the number of “strict liability” suits increased, critics claim, but the amounts awarded to injured consumers have also escalated. Moreover, they continue, the rising costs of the many liability suits that the theory of “strict liability” has created have precipitated a crisis in the insurance industry.

Critics of the Social Costs View
- Claims manufacturer should pay the costs of all injuries caused by defects in a product even if the manufacturer exercised all due care and the injury could not have been foreseen
- Argues product injuries are external costs that should be internalized as a cost of bringing the product to market, this maximizes utility and distributes costs more fairly
- Falsely assumes that the social cost view prevents accidents; instead, encourages consumer carelessness by relieving them of responsibility for their injuries
- Has increased the number of successful consumer lawsuits which imposes heavy losses on insurance companies, and makes insurance too expensive for many firms; however studies show only small increase in lawsuits and insurance firms remain profitable
profitable; they also claim that higher insurance costs are due to factors other than an increase in the amount of liability claims.\textsuperscript{51}

The arguments for and against the social costs theory deserve much more discussion than we can give them here. The theory is essentially an attempt to come to grips with the problem of allocating the costs of injuries between two morally innocent parties: the manufacturer who could not foresee or prevent a product-related injury and the consumer who could not guard against the injury because the hazard was unknown. This allocation problem will arise in any society that, like ours, has come to rely on technology whose effects do not become evident until years after the technology is introduced. Unfortunately, it is also a problem that may have no “fair” solution.

5 Advertising Ethics

The advertising industry is a massive business. Over $188 billion was spent in 2008 on advertising.\textsuperscript{52} More than $55 billion was spent on broadcast and cable television advertising alone; another $54 billion was spent on newspaper and magazine advertisements; and $23 billion was spent on Internet advertising.\textsuperscript{53} There are over 6,000 advertising agencies doing business in the United States, many of which employ several thousand people.

Who pays for these advertising expenditures? In the end, advertising costs must be covered by the prices consumers pay for the goods they buy—the consumer pays. What do consumers get for their advertising dollar? According to most consumers, they get very little. Surveys have shown that 66 percent of consumers feel that advertising does not reduce prices, 65 percent believe it makes people buy things they should not buy, 54 percent feel advertisements insult their intelligence, and 63 percent feel advertisements do not present the truth.\textsuperscript{54} However, defenders of the advertising industry see things differently. Advertising, they claim, “is, before all else, communication.”\textsuperscript{55} Its basic function is to provide consumers with information about the products available to them—a beneficial service.\textsuperscript{56}

Is advertising, then, a waste or a benefit? Does it harm consumers or help them?

A Definition

Commercial advertising is sometimes defined as a form of “information” and an advertiser as “one who gives information.” The implication is that the defining function of advertising is to provide information to consumers. This definition of advertising, however, fails to distinguish advertisements from, say, articles in publications like \textit{Consumer Reports}, which compare, test, and objectively evaluate the durability, safety, defects, and usefulness of various products. One study found that more than half of all television ads contained no consumer information whatsoever about the advertised product and that only half of all magazine ads contained more than one informational cue.\textsuperscript{57} Consider how much information is conveyed by the following advertisements:

“Got Milk?” (America’s Dairy Farmers and Milk Processors)
“Be late” (Neiman Marcus watches)
“Embrace your demons” (cinnamon-flavored Altoids)
“For the way it’s made” (KitchenAid home appliances)
“Connect with style” (Nokia cell phones)
Advertisements often do not include much objective information for the simple reason that their primary function is not that of providing unbiased information. The primary function of commercial advertisements, rather, is to sell a product to prospective buyers, and whatever information they happen to carry is subsidiary to this basic function and usually determined by it.

A more helpful way of characterizing commercial advertising is in terms of the buyer–seller relationship: Commercial advertising can be defined as a certain kind of communication between a seller and potential buyers. It is distinguished from other forms of communication by two features. First, it is publicly addressed to a mass audience as distinct from a private message to a specific individual. Because of this public feature, advertising can have widespread social effects.

Second, advertising is intended to induce members of its audience to buy the seller’s products. An advertisement can succeed in this intent in two main ways: (1) by creating a desire for the seller’s product in consumers and (2) by creating a belief in consumers that the product is a means of satisfying some desire the buyer already has.

Discussion of the ethical aspects of advertising can be organized around the various features identified in the prior definition: its social effects, its creation of consumer desires, and its effects on consumer beliefs. We begin by discussing the social effects of advertising.

**Social Effects of Advertising**

Critics of advertising claim that it has several adverse effects on society: It degrades people’s tastes, it wastes valuable resources, and it creates monopoly power. We examine these criticisms one by one.

**Psychological Effects of Advertising** A familiar criticism of advertising is that it debases the tastes of the public by presenting irritating and aesthetically unpleasant displays. To be effective, advertisements must often be intrusive, strident, and repetitive. Therefore, so that they are understood by the most simple-minded person, advertisements are often boring, insipid, and insult the intelligence of viewers. In illustrating the use of toothpaste, mouthwashes, deodorants, and underwear, for example, advertisements sometimes employ images that many people find vulgar, offensive, disgusting, and tasteless. However, although these sorts of criticisms may be accurate, they do not seem to raise truly ethical issues. It is certainly unfortunate that advertisements do not measure up to our aesthetic norms, but this does not imply that they also violate our ethical norms.

More to the point is the criticism that advertising debases the tastes of consumers by gradually and subtly inculcating materialistic values and ideas about how happiness is achieved. Because advertising necessarily emphasizes the consumption of material goods, people are led to forget the importance of their other, more basic needs and of other, more realistic ways of achieving self-fulfillment. As a result, personal efforts...
Because 4 million of their worldwide customers die each year, tobacco companies like R.J. Reynolds have to keep recruiting new smokers. Few people start smoking after they reach adulthood (88 percent of smokers start before they are 18), so new recruits have to come from the ranks of children. As an internal report by a cigarette company stated: “Today’s teenager is tomorrow’s potential regular customer, and the overwhelming majority of smokers first begin to smoke while still in their teens.” So in spite of a 1998 legal settlement prohibiting cigarette promotions aimed at children, R.J. Reynolds (RJR) has run large multi-page ads promoting a “collaboration between Camel and independent artists and record labels” in Rolling Stone magazine whose readers include more than 1.5 million teenagers. The tobacco ads featured cartoons of animals, monsters, aliens, and space ships and references to “an alternate dimension where everyone wears Black Converse.” In 2007, RJR marketed Camel cigarettes flavored with tastes of cocoa, Asian mint, sweet apple, and toasted honey. Earlier, an internal RJR memo suggested making “a cigarette which is obviously youth oriented . . . for example, a flavor which would be candy-like but give the satisfaction of a cigarette.” RJR has also promoted a new product, “Camel No. 9,” packaged in a pink wrapper, in women’s magazines whose readers include a high percentage of young girls. The number of teen girls who now say Camel ads are their favorite ads has doubled since the promotion began.

RJR and other tobacco companies are spending more money (now a record 90 percent of the $12.5 billion they spend on tobacco promotions) advertising in retail stores and other places where their ads will be visible to children, placing them at children’s eye level or next to candy shelves. At least once a week most teens (75 percent) visit retail stores, 80 percent of which post tobacco ads inside, and 60 percent of which post them outside. Advertisements for those cigarette brands most popular with children reach 80 percent of children an average of 17 times a year. According to the U.S. Surgeon General, cigarettes are known to injure nearly every bodily organ by inducing deadly cancerous tumors inside the mouth, lungs, throat, larynx, esophagus, bladder, stomach, cervix, kidney, and...
pancreas and by causing emphysema and heart attacks. Joe Tye, an industry critic, notes: “No advertising is more deceptive than that used to sell cigarettes. Images of independence are used to sell a product that creates profound dependence. Images of health and vitality are used to sell a product that causes disease and suffering. Images of life are used to sell a product that causes death.” Numerous studies show banning cigarette ads would significantly reduce teen smoking. But tobacco companies oppose ad restrictions, arguing that they violate free speech, that cigarette ads are not deceptive and smokers know the risks which are on every pack and ad, that people have a right to smoke and to have information about cigarette brands, that ads do not make people start smoking or smoke more but only keep smokers from changing brand, and that their ads do not intentionally target children.

1. Are there any ethical reasons why RJR should change its promotions or are the arguments of tobacco companies right?
2. What do the three theories on the ethical duties of manufacturers imply about RJ. Reynolds’s cigarette promotions?

For several years RJR has used the “Joe Camel” cartoon which appeals mostly to teenagers, to promote its cigarettes.
are diverted from “nonmaterialistic” aims and objectives, which are more likely to increase the happiness of people, and are instead channeled into expanded material consumption. Consumer advocate Mary Gardiner Jones once wrote, for example, that the message of any television advertisement has two basic premises. The first is that it is by acquiring things that we will “gratify our basic and inner needs and aspirations.” That is, all of our problems will be “instantly eliminated by the use of a product.” The second premise is that everyone is “externally motivated,” in the sense that we all want to emulate “our neighbors” or “popular successful individuals” and that personal success comes from having external things instead of being “the product of years of study and training.” Advertisements lead us to adopt this “essentially materialistic” message.

The difficulty with this kind of criticism, however, is that it is uncertain whether advertising actually has the large psychological effects the criticism attributes to it. A person’s beliefs and attitudes are notoriously difficult to change without their willingness to accept the message being offered. Thus, the success of advertising may depend more on its appeal to the values consumers already possess than on its ability to instill new values. If this is so, then advertising does not so much create society’s values as reflect them.

**Advertising and Waste** A second major criticism brought against advertising is that it is wasteful and so violates utilitarian principles. Economists sometimes distinguish between *production costs* and *selling costs*. Production costs are the costs of the resources consumed in producing or improving a product. Selling costs are the additional costs of resources that do not go into changing the product, but are invested instead in getting people to buy the product. The costs of resources consumed by advertising, critics claim, are essentially “selling costs”: They are not used to improve the product, but to merely persuade people to buy it. The resources consumed by advertisements do not add anything to the utility of the product. Such resources, critics conclude, are “wasted” because they are expended without adding to consumer utility in any way.

One reply made to this argument is that advertising does in fact produce something: It produces and transmits information on the availability and the nature of products. Yet as many have pointed out, even in these respects, the information content of advertisements is minimal and could be transmitted by substantially less expensive means.

Another more persuasive reply to the argument is that advertising serves to produce a beneficial rise in demand for all products. This rising general demand in turn makes mass production possible. The end result is a gradually expanding economy in which products are manufactured with ever greater efficiency and ever more cheaply. Advertising adds to consumer utility by serving as an incentive to greater consumption and thereby, indirectly motivating a greater productivity and efficiency and a lower price structure.

However, there is substantial uncertainty surrounding the question of whether advertising is responsible for a rise in the total consumption of goods. Studies have shown that advertising frequently fails to stimulate consumption of a product, and consumption in many industries has increased despite minimal advertising expenditures. Thus, advertising appears to be effective for individual companies not because it expands consumption, but only because it shifts consumption away from one product to another. If this is true, then economists are correct when they claim that, beyond the level needed to impart information, advertising becomes a waste of resources because it does nothing more than shift demand from one firm to another.
Moreover, even if advertising were an effective spur to consumption, many authors have argued, this is not necessarily a blessing. E. F. Schumacher, Herman E. Daly, and other economists have claimed that the most pressing social need at present is finding ways to decrease consumption. Increasing consumption has led to a rapid industrial expansion that has polluted much of the natural environment and has rapidly depleted our nonrenewable resources. Unless we limit consumption, we will soon outrun the finite natural resources our planet possesses with disastrous consequences for us all. If this is so, then the claim that advertising induces ever higher levels of consumption is not in its favor.

**Advertising and Market Power** For many decades, Nicholas Kaldor and others have claimed that the massive advertising campaigns of modern manufacturers enable them to achieve and maintain a monopoly (or oligopoly) power over their markets. Monopolies, as we have seen, lead to higher consumer prices. Kaldor’s argument was simple. Large manufacturers have the financial resources to mount massive and expensive advertising campaigns to introduce their products. These campaigns create in consumers a “loyalty” to the brand name of the manufacturer, giving the manufacturer control of a major portion of the market. Small firms are then unable to break into the market because they cannot finance the expensive advertising campaigns that would be required to get consumers to switch their brand loyalties. As a result, a few large oligopoly firms emerge in control of consumer markets from which small firms are effectively barred. Advertising, then, is supposed to reduce competition and raise barriers to entry into markets.

However, is there a connection between advertising and market power? If advertising does raise costs for consumers by encouraging monopoly markets, there should be a statistical connection between the amount of advertising revenues spent by an industry and the degree of market concentration in that industry. The more concentrated and less competitive industries should exhibit high levels of advertising, whereas less concentrated and more competitive industries should exhibit correspondingly lower levels. Unfortunately, the statistical studies aimed at uncovering a connection between advertising intensity and market concentration have been inconclusive. Some concentrated industries (soaps, cigarettes, breakfast cereals) expend large amounts on advertising, but others (drugs, cosmetics) do not. Moreover, in at least some oligopoly industries (e.g., the auto industry), smaller firms spend more per unit on advertising than the large major firms. Whether advertising harms consumers by diminishing competition is an interesting but unsettled question.

The criticisms of advertising based on its social effects are inconclusive. They are inconclusive because it is unknown whether advertising has the capacity to produce the effects that the critics assume it has. To establish the case for or against advertising on the basis of its effects on society will require a great deal more research on the exact nature of the psychological and economic effects advertising has.

**Advertising and the Creation of Consumer Desires**

John K. Galbraith and others have argued that advertising is manipulative: It is the creation of desires in consumers for the sole purpose of absorbing industrial output. Galbraith distinguished two kinds of desires: those that have a “physical” basis, such as desires for food and shelter, and those that are “psychological in origin,” such as the individual’s desires for goods that “give him a sense of personal achievement, accord him a feeling of equality with his neighbors, direct his mind from thought, serve sexual aspiration, promise social acceptability, enhance his subjective feeling of health, contribute by conventional canons to personal beauty, or are otherwise...
psychologically rewarding.” The physically based desires originate in the buyer and are relatively immune to being changed by persuasion. The psychic desires, however, are capable of being managed, controlled, and expanded by advertising. Because the demand created by physical needs is finite, producers soon produce enough to meet these needs. If production is to expand, therefore, producers must create new demand by manipulating the pliable psychic desires through advertising. Advertising is therefore used to create psychic desires for the sole purpose of “ensuring that people buy what is produced”—that is, to absorb the output of an expanding industrial system.

The effect of this management of demand through advertising is to shift the focus of decision in the purchase of goods from the consumer, where it is beyond control, to the firm, where it is subject to control. Production is not molded to serve human desires; rather, human desires are molded to serve the needs of production. If this view of Galbraith’s is correct, then advertising violates the individual’s right to choose: Advertising manipulates the consumer. The consumer is used merely as a means for advancing the ends and purposes of producers, and this diminishes the consumer’s capacity to freely choose.

It is not clear that Galbraith’s argument is correct. As we have already seen, the psychological effects of advertising are still unclear. Consequently, it is unclear whether psychic desires can be manipulated by advertising in the wholesale way that Galbraith’s argument assumes. Moreover, as F. A. von Hayek and others have pointed out, the “creation” of psychic wants did not originate with modern advertising. New wants have always been “created” by the invention of novel and attractive products (such as the first bow and arrow, the first painting, the first perfume), and such a creation of wants seems harmless enough.

However, although it is unclear whether advertising as a whole has the massive manipulative effects that Galbraith attributes to it, it is clear that some particular advertisements are at least intended to manipulate. They are intended to arouse a psychological desire for the product without consumers’ knowledge and without consumers being able to rationally weigh whether the product is in their own best interests. Advertisements that intentionally rely on “subliminal suggestion,” or that attempt to make consumers associate unreal sexual or social fulfillment with a product, fall into this class, as do advertisements that are aimed at children.

Suppa Corporation in Fallbrook, California, for example, briefly tested candy advertisements printed on paper on which the word buy was written so it would register subconsciously, but could not be consciously perceived unless one specifically looked for it. Subsequent tests showed that the ads created more of a desire to buy candy than those printed on paper on which the word no appeared in a similar subliminal manner. Manipulative ads aimed at children are exemplified by a criticism the National Advertising Division of the Council of Better Business Bureaus recently leveled at a Mattel, Inc. television commercial aimed at children, which mixed animation sequences with group shots of dolls. Children who are still learning to distinguish between fantasy and reality, the council felt, would not be given “an accurate depiction of the products” pictured in the advertisements. The council also criticized a Walt Disney Music Co. advertisement of a limited-time offer that conveyed a “sense of urgency” that children might find “overwhelming.” Critics have also claimed that television shows of animated characters resembling toy dolls and figures that are advertised on the same show are, in effect, prolonged advertisements for these toys. The effect of such “half-hour advertisements,” they allege, is to manipulate vulnerable children by feeding them commercials under the guise of entertainment. Moreover, such advertisement programs often contain high levels of violence because their cartoon superhero characters such as “He-Man,” “Rambo,” “GI Joe,” and “Transformers,” are violent. Advertising that promotes toys modeled on violent characters or promotes
military toys indirectly promotes aggression and violent behavior in children who are highly suggestible and easily manipulated, critics claim, and it is therefore unethical.\textsuperscript{80} Advertisements of this sort are manipulative insofar as they circumvent conscious reasoning and seek to influence the consumer to do what the advertiser wants and not what is in the consumer’s interests.\textsuperscript{81} They violate, that is, the consumer’s right to be treated as a free and equal rational being.

**Advertising and Its Deceptive Effects on Beliefs**

The most common criticism of advertising concerns its effect on the consumer’s beliefs. Because advertising is a form of communication, it can be as truthful or deceptive as any other form of communication. Most criticisms of advertising focus on the deceptive aspects of modern advertising.

Deceptive advertising can take several forms. An advertisement can misrepresent the nature of the product by using deceptive mock-ups, using untrue paid testimonials, inserting the word *guarantee* where nothing is guaranteed, quoting misleading prices, failing to disclose defects in a product, misleadingly disparaging a competitor’s goods, or simulating well-known brand names. Some deceptive forms of advertising involve more complex schemes. For example, bait advertisements announce the sale of goods that later prove not to be available or to be defective. Once consumers are lured into the store, they are pressured to purchase another, more expensive item.

A long ethical tradition has consistently condemned deception in advertising on the grounds that it violates consumers’ rights to choose for themselves (a Kantian argument) and on the grounds that it generates a public distrust of advertising that diminishes the utility of this form and even of other forms of communication (a utilitarian argument).\textsuperscript{82} The central problem, then, is not understanding why deceptive advertising is wrong, but understanding at what point it becomes deceptive and, therefore, unethical.

All communication involves three elements: (1) the author(s) who originates the communication, (2) the medium that carries the communication, and (3) the audience who receives the communication. Because advertising is a form of communication, it involves these three elements, and the various ethical problems raised by the fact that it is a form of communication can be organized around them.

**The Authors** Deception involves three necessary conditions in the author of a communication: (1) The author must intend to have the audience believe something false, (2) the author must know it is false, and (3) the author must intentionally utter or do something that leads the audience to believe the falsehood. This means that the deliberate intent to have an audience believe something false by merely implying it is already a deception. It also means, however, that the advertiser cannot be held morally responsible for misinterpretations of an advertisement when these are the unintended and unforeseen results of unreasonable carelessness on the part of the audience. The “author” of an advertisement should be taken to include not only the heads of an advertising agency, but also the persons who create advertising copy and those who “endorse” a product. By offering their positive cooperation in the making of an advertisement, they become morally responsible for its deceptive effects so long as they knew what they were doing and could have opted out of doing it.

**The Media** Part of the responsibility for truth in advertising rests on the media or intermediaries that carry or transmit the message of the advertisements. As active participants in the communication of a message, they also lend their positive cooperation to the success of the advertisement and so they, too, become morally responsible

---
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**Deceptive Advertising Requires**

- An author who (unethically) intends to make the audience believe what he or she knows is false by means of an intentional act or utterance.
- Media or intermediaries who communicate the false message of the advertisement and so are also responsible for its deceptive effects.
- An audience who is vulnerable to the deception and who lacks the capacity to recognize the deceptive nature of the advertisement.
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for its effects. Therefore, they should take steps to ensure that the contents of their advertisements are true and not misleading. In the drug industry, retail agents who serve as company sales agents to doctors and hospitals are in effect a form of advertising “media” and are morally responsible for not carrying misleading information to doctors about the safety and risks of the drugs their company wants them to promote.

**The Audience** Whether an advertisement is deceptive depends in part on the capacities of the person or persons who receive the message. A clever and knowledgeable audience, for example, may be capable of correctly interpreting an advertisement that may be misleading to a less-knowledgeable or less-educated group. Consequently, advertisers should take into account the interpretive capacities of the audience when they design an advertisement. Most buyers can be expected to be reasonably intelligent and possess a healthy skepticism concerning the exaggerated claims advertisers make for their products. Advertisements that will reach the ignorant, credulous, immature, and unthinking, however, should be designed to avoid misleading even those potential buyers whose judgment is limited. When matters of health or safety, or the possibility of significant injury to buyers is involved, special care should be exercised to ensure that advertisements do not mislead users into ignoring possible dangers.

This third category of issues (“The Audience”) raises what is perhaps the most troubling problem in advertising ethics: To what extent do consumers possess the capacity to filter out the puffery and bias most advertising messages carry? When an advertisement for a Norelco electric shaver proclaims, “You can’t get any closer,” do consumers automatically discount the vague, nonspecific, and false implication that Norelco was tested against every possible method of shaving and was found to leave facial hair shorter than any other method? Unfortunately, we have little knowledge of the extent to which consumers are able to filter out the exaggerations advertisements contain.

The moral issues raised by advertising are complex and involve several still unsolved problems. However, the following summarizes the main factors that should be taken into consideration when determining the ethical nature of a given advertisement:

**Social Effects**
1. What does the advertiser intend the effect of the advertisement to be?
2. What are the actual effects of the advertisement on individuals and on society as a whole?

**Effects on Desire**
1. Does the advertisement inform or does it also seek to persuade?
2. If it is persuasive, does it attempt to create an irrational and possibly injurious desire?

**Effects on Belief**
1. Is the content of the advertisement truthful?
2. Does the advertisement have a tendency to mislead those to whom it is directed?

**6 Consumer Privacy**

Advances in computer processing power, database software, and communication technologies have given us the power to collect, manipulate, and disseminate personal information about consumers on an unprecedented scale. This new power
over the collection, manipulation, and dissemination of personal information has enabled mass invasions of the privacy of consumers and has created the potential for significant harm arising from the spread of mistaken or false information. For example, a pair of British investigators reported that in England, where companies register with the government the kind of information they will collect, businesses were collecting highly detailed and very personal information about their customers. The Midland Bank, for example, was given approval to collect information about the sex lives of customers who were applying for insurance; another company was cleared to collect and store sexual and political information about any of its customers; a retailer, W.H. Smith, had permission to collect sexual data for “personnel and employee administration; a leisure company, Grand Metropolitan, could store similar information for use by its corporate lawyers; and BT was approved to collect information about political party affiliation “as a reference tool.”

In the United States, fairly complete files on the medical history of consumers is maintained by the Medical Information Bureau (MIB), a company founded in 1902 to provide insurance companies with information about the health of individuals applying for life insurance to detect fraudulent applications. The MIB currently has medical histories on about 15 million people. Information is collected from the forms consumers fill out when applying for life insurance, the applicant’s physician, hospitals, employment records, the Department of Motor Vehicles (DMV), and even interviews with employers or friends. But information in these files is sometimes inaccurate. One individual was erroneously reported to have AIDS and to be gay, whereas another was wrongly reported to be an alcoholic.

The most complete files on consumers are those maintained by credit bureaus. Credit bureaus provide credit reports about specific individuals to banks, retailers, employers, and other businesses who ask for information about specific customers. These credit reports include information about a person’s credit card accounts, mortgages, bank loans, student loans, history of payments on these with special notes on late payments, foreclosures, bankruptcies, details about loan amounts, nonpayment of property taxes, personal or property liens, divorce proceedings, marriage licenses, driver licenses, civil lawsuits, present and past employers, present and previous addresses, and other personal information compiled from various sources. There are currently three main bureaus—Experian (formerly TRW), Equifax, and Trans Union LLC—that together compile information on about 150 million consumers. Every day fresh credit data come into each bureau that must be entered into the appropriate files. Equifax has estimated that its staff must input some 65 million updates each day. Not surprisingly, a study by Consumer Reports found errors in 43 percent of the reports they analyzed. These errors can result in being refused a loan, credit card, or job. Beyond the problems created by errors in the data files maintained on them, consumers worry that the detailed information that credit bureaus compile will be given to inappropriate parties. For example, until a few years ago, credit bureaus would sell names from their files to junk mailers. The potential for invading consumers’ privacy is clearly quite high. To discuss this issue, however, it is important to have a clearer idea about what privacy is and why consumers and others have a right to privacy.

Speaking broadly, the right to privacy is the right to be left alone. We do not discuss this broad characterization of the right to privacy, however, but concentrate on privacy as the right of individuals not to have others spy on their private life. In this more narrow sense, the right to privacy can be defined as the right of persons to determine what, to whom, and how much information about themselves will be disclosed to other parties.
There are two basic types of privacy: psychological and physical. Psychological privacy is privacy with respect to a person’s inner life. This includes the person’s thoughts and plans, personal beliefs and values, feelings, and wants. These inner aspects of a person are so intimately connected with the person that to invade them is almost an invasion of the very person. Physical privacy is privacy with respect to a person’s physical activities. Because people’s inner lives are revealed by their physical activities and expressions, physical privacy is important in part because it is a means for protecting psychological privacy. However, many of our physical activities are considered “private” apart from their connection to our inner life. What kinds of activities are considered private depends to some extent on the conventions of one’s culture. For example, a person in our culture normally feels degraded if forced to disrobe publicly or perform biological or sexual functions in public. Physical privacy, therefore, is also valued for its own sake.

The purpose of rights is to enable individuals to pursue their significant interests and to protect these interests from the intrusions of other individuals. To say that persons have a moral right to something is to say at least that they have a substantial interest in that “something.” Why is our interest in privacy considered important enough to surround it with the protection of a right? To begin with, privacy has several protective functions. First, privacy ensures that others do not acquire information about us that, if revealed, would expose us to shame, ridicule, embarrassment, blackmail, or other harm. Second, privacy also prevents others from interfering in our plans simply because they do not hold the same values we hold. Our private plans may involve activities that, although harming no one, might be viewed with distaste by other people. Privacy protects us against their intrusions and thereby allows us the freedom to behave in unconventional ways. Third, privacy protects those whom we love from being injured by having their beliefs about us shaken. There may be things about ourselves that, if revealed, might hurt those whom we love. Privacy ensures that such matters are not made public. Fourth, privacy also protects individuals from being led to incriminate themselves. By protecting their privacy, people are protected against involuntarily harming their own reputations.

Privacy is also important because it has several enabling functions. First, privacy enables a person to develop ties of friendship, love, and trust. Without intimacy, these relationships could not flourish. Intimacy, however, requires both sharing information about oneself that is not shared with everyone and engaging in special activities with others that are not publicly performed. Therefore, without privacy, intimacy would be impossible and relationships of friendship, love, and trust could not exist. Second, privacy enables certain professional relationships to exist. Insofar as the relationships between doctor and patient, lawyer and client, and psychiatrist and patient all require trust and confidentiality, they could not exist without privacy. Third, privacy also enables a person to sustain distinct social roles. The executive of a corporation, for example, may want, as a private citizen, to support a cause that is unpopular with the firm. Privacy enables the executive to do so without fear of reprisal. Fourth, privacy enables people to determine who they are by giving them control of the way they present themselves to society in general and of the way that society in general looks upon them. At the same time, privacy enables people to present themselves in a special way to those whom they select. In both cases, this self-determination is secured by one’s right to determine the nature and extent of disclosure of information about oneself.

It is clear, then, that our interest in privacy is important enough to recognize it as a right that all people have, including consumers. However, this right must be balanced against the rights and legitimate needs of others. If banks are to provide loans
to consumers, for example, they need to know something about the credit history of the individuals to whom they are providing loans and how diligent they have been in repaying previous loans. Consumers ultimately benefit from such a banking system. Insurance companies that want to provide life insurance to individuals need to know whether they have any life-threatening illnesses, and so they must have access to their medical information. Consumers benefit from having life insurance available to them. Thus, there are significant consumer benefits that businesses can provide, but that they can provide only if there exist agencies that can collect information about individuals and make that information available to those businesses. Thus, consumers’ rights to privacy have to be balanced with these legitimate needs of businesses. Several considerations have been suggested as key to balancing legitimate business needs with the right to privacy, including (a) purpose, (b) relevance, (c) informing, (d) consent, (e) accuracy, and (f) security and recipients.

**Purpose** The purpose for which information about specific consumers is collected must be a legitimate business need. In this context, a purpose is legitimate if it results in benefits that are generally enjoyed by the people about whom the information is being collected. Consumers benefit, for example, if banks are generally willing to extend loans, insurers are generally willing to insure them, and credit card companies are generally willing to provide credit. This does not mean that a specific individual will benefit from having personal information available to, say, a bank, because the bank may refuse to give that specific person a loan on the basis of the person’s credit record. It merely means that consumers benefit generally from having available a banking system (or credit card or insurance companies) that is willing to provide loans, and such a system requires a mechanism for collecting information on its potential customers.

**Relevance** Databases containing information on consumers should include only information that is directly relevant to the purpose for which the database is being compiled. Thus, credit information provided to banks or credit card issuing agencies should not include information about sexual orientation, political affiliations, medical history, or other information not directly relevant to determining an individual’s creditworthiness.

**Informing** Entities collecting information on consumers should inform consumers that the information is being collected and inform them about the purpose for which the information is being collected. This enables consumers to voluntarily choose not to engage in those transactions that will result in revealing information about themselves that they do not want to reveal.

**Consent** A business should collect information about an individual person only if that person has explicitly or implicitly consented to provide that information to that business and only if the information is to be used for the purpose for which the person consented to have it used. Consent may be explicit, such as when a person provides information on a credit card application. But consent may be implicit, such as when a person makes a purchase with a credit card knowing that a record of that purchase will be kept by the company issuing the credit card and the record will be collected by a credit bureau. In the latter case, the very act of using the credit card constitutes acceptance of the conditions the credit card company imposes on use of the card, particularly if the credit card company has explicitly advised the consumer that such information will be collected and reported to a credit bureau.
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**Balancing Right to Privacy and Business Needs**
- Is the purpose of collecting information a legitimate business need that benefits the consumer?
- Is the information that is collected relevant to the business need?
- Is the consumer informed the information is being collected and the purpose?
- Did the consumer consent to the information disclosure?
- Is the information accurate?
- Is the information secure and not disclosed to recipients or used in ways to which the consumer did not consent?
**Accuracy** Agencies collecting information on a person must take reasonable steps to ensure that the information they store is accurate and that any inaccuracies called to their attention are corrected. Toward this end, agencies should allow individuals to see what information they have collected on them and allow them to bring inaccuracies to their attention.

**Security, Recipients and Uses** Agencies that collect information on specific individuals must ensure that information is secure and not revealed to parties that the individual has not explicitly or implicitly consented to be a recipient of that information or used in ways to which the consumer did not consent. If an individual provides information to one business so that the business can better serve that individual, it is wrong for that business to give or sell that information to another business without the individual's consent.

## Questions for Review and Discussion

1. Define the following concepts: contractual theory (of a seller's duties), duty to comply, implied claim, reliability, service life, maintainability, product safety, reasonable risk, duty of disclosure, duty not to misrepresent, duty not to coerce, manufacturer’s implied warranty, disclaimer, caveat emptor, due care theory (of a seller’s duties), caveat vendor, professional, manufacturer’s duty to exercise due care, social costs theory (of a seller’s duties), advertisement, production costs, selling costs, to expand consumption, to shift consumption, Kaldor’s theory of advertising and market power, brand loyalty, Galbraith’s theory of the creation of consumer desires, bait advertisements, deception.

2. Discuss the arguments for and against the three main theories of a producer’s duties to the consumer. In your judgment, which theory is most adequate? Are there any marketing areas where one theory is more appropriate than the others?

3. Who should decide (a) how much information should be provided by manufacturers, (b) how good products should be, and (c) how truthful advertisements should be? The government? Manufacturers? Consumer groups? The free market? Explain your views.

4. Carefully examine two or more advertisements taken from current newspapers or magazines and assess the extent to which they meet what you would consider adequate ethical standards for advertising. Be prepared to defend your standards.

## Web Resources

In 2004, Becton Dickinson, the world’s largest manufacturer of medical supplies and equipment, agreed to pay Retractable, a small innovative company making safety syringes, $100 million dollars for damages it had inflicted on the small manufacturer. The year before, Premier and Novation, two of the largest GPOs (general purchasing organizations that buy supplies for hospitals and clinics), had paid Retractable an undisclosed sum of money for damages they had inflicted on the small company by cooperating with Becton Dickinson. Much more important, and uncompensated, however, were the injuries the three companies were said to have inflicted on countless health workers who had contracted AIDS and other blood-borne diseases because the three companies had blocked Retractable from selling its safety syringes to the hospitals, medical clinics, and other health organizations where they worked. To add insult to injury, in 2009, Becton Dickinson was found by a jury to have copied Retractable’s patented safety syringes and to have sold them to the very organizations whom earlier it had not allowed to have access to Retractable’s revolutionary safety syringes.

During the last decade of the twentieth century, safety syringes had become an issue when the AIDS epidemic started to pose peculiarly acute dilemmas for health workers. After routinely removing an intravenous system, drawing blood, or delivering an injection to an AIDS patient, nurses could easily stick themselves with the needle they were using. “Rarely a day goes by in any large hospital where a needle stick incident is not reported.”1 In fact, needlestick injuries accounted for about 80 percent of reported occupational exposures to the AIDS virus among health care workers.2 It was conservatively estimated in 1991 that about 64 health care workers were infected with the AIDS virus each year as a result of needlestick injuries.3 AIDS was not the only risk posed by needlestick injuries. Hepatitis B, hepatitis C, and other lethal diseases were also being contracted through accidental needlesticks. In 1990, the Center for Disease Control (CDC) estimated that at least 12,000 health care workers were annually being exposed to blood contaminated with the hepatitis B virus, and of these 250 died as a consequence while many others were seriously incapacitated.4 Because the hepatitis C virus had been identified only in 1988, estimates for infection rates of health care workers were still guesswork, but were estimated by some observers to be around 9,600 per year. In addition to AIDS, hepatitis B, and hepatitis C, needlestick injuries can also transmit numerous viral, bacterial, fungal, and parasitic infections, as well as toxic drugs or other agents that are delivered through a syringe and needle. The cost of all such injuries was estimated at $400 million to $1 billion a year.5

Several agencies stepped in to set guidelines for nurses, including the Occupational Safety and Health Administration (OSHA). On December 6, 1991, OSHA required hospitals and other employers of health workers to (a) make sharps containers (safe needle containers) available to workers, (b) prohibit the practice of recapping needles by holding the cap in one hand and inserting the needle with the other, and (c) provide information and training on needlestick prevention to employees.6 The usefulness of these guidelines was disputed.7 Nurses worked in high-stress emergency situations requiring quick action, and they were often pressed for time both because of the large number of patients they cared for and the highly variable needs and demands of these patients. In such workplace environments, it was difficult to adhere to the guidelines recommended by the agencies. For example, a high-risk source of needlesticks is the technique of replacing the cap on a needle (after it has been used) by holding the cap in one hand and inserting the needle into the cap with the other hand. OSHA guidelines warned against this two-handed technique of recapping and recommended instead that the cap be placed on a surface and the nurse use a one-handed “spearing” technique to replace the cap. However, nurses were often pressed for time and, knowing that carrying an exposed contaminated needle is extremely dangerous, yet seeing no ready surface on which to place the needle cap, they would recap the needle using the two-handed technique.

Several analysts suggested that the nurse’s work environment made it unlikely that needlesticks would be prevented through mere guidelines. Dr. Janine Jaeger, an expert on needlestick injuries, argued that “trying to teach health care workers to use a hazardous device safely is the equivalent of trying to teach someone how to drive a defective automobile safely…. Until now the focus has been on the health care worker, with finger wagging at mistakes, rather than focusing on the hazardous product design…. We need a whole new array of devices in which safety is an integral part of the design.”8 The U.S. Department of Labor and Department of Health and Human Services in a joint advisory agreed that “engineering controls should be used as the primary method to reduce worker exposure to harmful substances.”9

The risk of contracting life-threatening diseases by the use of needles and syringes in health care settings had been well documented since the early 1980s. Articles in medical journals in 1980 and 1981, for example, reported...
on the “problem” of “needle stick and puncture wounds” among health care workers.\(^9\) Several articles in 1983 reported on the growing risk of injuries hospital workers were sustaining from needles and sharp objects.\(^11\) Articles in 1984 and 1985 were sounding higher-pitched alarms on the growing number of hepatitis B and AIDS cases resulting from needlesticks. About 70 percent of all the needles and syringes used by U.S. health care workers were manufactured by Becton Dickinson. Despite the emerging crisis, Becton Dickinson decided not to change the design of its needles and syringes during the early 1980s. To offer a new design would not only require major engineering, retooling, and marketing investments, but would mean offering a new product that would compete with its flagship product, the standard syringe. According to Robert Stathopulos, who was an engineer at Becton Dickinson from 1972 to 1986, the company wanted “to minimize the capital outlay” on any new device.\(^12\) During most of the 1980s, therefore, Becton Dickinson opted to do no more than include in each box of needle syringes an insert warning of the danger of needlesticks and of the dangers of two-handed recapping.

On December 23, 1986, the U.S. Patent office had issued patent number 4,631,057 to Norma Sampson, a nurse, and Charles B. Mitchell, an engineer, for a syringe with a tube surrounding the body of the syringe that could be pulled down to cover and protect the needle on the syringe. It was Sampson and Mitchell’s assessment that their invention was the most effective, easily usable, and easily manufactured device capable of protecting users from needlesticks, particularly in “emergency periods or other times of high stress.”\(^13\) Unlike other syringe designs, theirs was shaped and sized like a standard syringe so nurses already familiar with standard syringe design would have little difficulty adapting to it.

The year after Sampson and Mitchell patented their syringe, Becton Dickinson purchased from them an exclusive license to manufacture it. A few months later, Becton Dickinson began field tests of early models of the syringe using a 3-cc model. Nurses and hospital personnel were enthusiastic when shown the product. However, they warned that if the company priced the product too high, hospitals, with pressures on their budgets rising, could not buy the safety syringes. With concerns about AIDS increasing, the company decided to market the product.

In 1988, with the field tests completed, Becton Dickinson had to decide which syringes would be marketed with the protective sleeves. Sleeves could be put on all of the major syringe sizes, including 1-cc, 3-cc, 5-cc, and 10-cc syringes. However, the company decided to market only a 3-cc version of the protective sleeve. The 3-cc syringes accounted for about half of all syringes used, although the larger sizes—5-cc and 10-cc syringes—were preferred by nurses when drawing blood.

This 3-cc syringe was marketed in 1988 under the trademarked name Safety-Lok Syringe and sold to hospitals and doctors’ offices for between 50 and 75 cents, a price that Becton Dickinson characterized as a “premium” price. By 1991, the company had dropped the price to 26 cents a unit. At the time, a regular syringe without any protective device was priced at 8 cents a unit and cost 4 cents to make. Information about the cost of manufacturing the new safety syringe was proprietary, but an educated estimate would put the costs of manufacturing each Safety-Lok syringe in 1991 at 13 to 20 cents.\(^14\)

The difference between the price of a standard syringe and the “premium” price of the safety syringe was an obstacle for hospital buyers. To switch to the new safety syringe would increase the hospital’s costs for 3-cc syringes by a factor of 3 to 7. An equally important impediment to adoption was the fact that the syringe was available in only one 3-cc size, and so, as one study suggested, it had “limited applications.”\(^15\) Hospitals are reluctant to adopt, and adapt to, a product that is not available for the whole range of applications the hospital must confront. In particular, hospitals often needed the larger 5-cc and 10-cc sizes to draw blood, and Becton Dickinson had not made these available with a sleeve.

In 1992, a nurse, Maryann Rockwood (her name is disguised to protect her privacy), was working in a San Diego, California, clinic that served AIDS patients. That day she used a Becton Dickinson standard 5-cc syringe and needle to draw blood from a patient known to be infected with AIDS. After drawing the blood, she transferred the AIDS-contaminated blood to a sterile test tube called a Vacutainer tube by sticking the needle through the rubber stopper of the test tube, which she was holding with her other hand. She accidently pricked her finger with the contaminated needle. A short time later, she was diagnosed as HIV positive.

Maryann Rockwood sued Becton Dickinson, alleging that, because it alone had an exclusive right to Sampson and Mitchell’s patented design, the company had a duty to provide the safety syringe in all its sizes and that by withholding other sizes from the market it had contributed to her injury. Another contributing factor, she claimed, was the premium price Becton Dickinson had put on its product, which prevented employers like hers from purchasing even those sizes that Becton Dickinson did make. Becton Dickinson quietly settled this and several other, similar cases out of court for undisclosed sums.

By 1992, OSHA had finally required that hospitals and clinics give their workers free hepatitis B vaccines and provide safe needle disposal boxes, protective clothing, gloves, and masks. The U.S. Food and Drug Administration (FDA) also was considering requiring that employers phase in the use of safety needles to prevent needlesticks, such as the new self-sheathing syringes.
that Becton Dickinson was now providing. If the FDA or OSHA required safety syringes and needles, however, this would hurt the U.S. market for Becton Dickinson’s standard syringes and needles, forcing it to invest heavily in new manufacturing equipment and a new technology. Becton Dickinson, therefore, sent its marketing director, Gary Cohen, and two other top executives to Washington, D.C., to convey privately to government officials that the company strongly opposed a safety needle requirement and that the matter should be left to “the market.” The FDA subsequently decided not to require hospitals to buy safety needles.16

The following year, a major competitor of Becton Dickinson announced that it was planning to market a safety syringe based on a new patent that was remarkably like Becton Dickinson’s. Unlike Becton Dickinson, however, the competitor indicated that it would market its safety device in all sizes and that it would be priced well below what Becton Dickinson had been charging. Shortly after the announcement, Becton Dickinson declared that it, too, had decided to provide its Safety-Lok syringe in the full range of common syringe sizes. Becton Dickinson now proclaimed itself the “leader” in the safety syringe market.

However, in 1994, the most trusted evaluator of medical devices, a nonprofit group named ECRI, issued a report stating that after testing it had determined that although Becton Dickinson’s Safety-Lok Syringe was safer than Becton Dickinson’s own standard syringe, nevertheless the Safety-Lok “offers poor needlestick protection.” The following year this low evaluation of the Safety-Lok Syringe was reinforced by the U.S. Veterans Administration, which ranked the Safety-Lok Syringe below the safety products of other manufacturers.

The technology for safety needles took a giant step forward in 1998 when Retractable Technologies, Inc., unveiled a new safety syringe that rendered needlesticks a virtual impossibility. The new safety syringe, invented by Thomas Shaw, a passionate engineer and founder of Retractable Technologies, featured a syringe with a needle attached to an internal spring that automatically pulled the needle into the barrel of the syringe after it was used. When the plunger of the syringe was pushed all the way in, the needle snapped back into the syringe faster than the eye could see. Called the Vanishpoint syringe, the new safety syringe required only one hand to operate and was acclaimed by nursing groups and doctors. Unfortunately, it was difficult for Retractable Technologies to sell its new automatic syringe because of a new phenomenon that had emerged in the medical industry.

During the 1990s, hospitals and clinics had attempted to cut costs by reorganizing themselves around a few large distributors called Group Purchasing Organizations or GPOs. A GPO is an agent that negotiates prices for medical supplies on behalf of its member hospitals. Hospitals became members of the GPO by agreeing to buy 85 percent to 95 percent of their medical supplies from the manufacturers designated by the GPO, and their pooled buying power then enabled the GPO to negotiate lower prices for them. The two largest GPOs were Premier, a GPO with 1,700 member hospitals, and Novation, a GPO with 650 member hospitals. GPOs were accused, however, of being prey to “conflicts of interest” because they were paid not by the hospitals for which they worked, but by the manufacturers with whom they negotiated prices (the GPO received from each manufacturer a negotiated percentage of the total purchases its member companies made from that manufacturer). Critics claimed that manufacturers of medical products in effect were paying off GPOs to get access to the GPO-member hospitals. In fact, critics alleged, GPOs such as Premier and Novation no longer tried to bring their member hospitals the best medical products nor the lowest-priced products. Instead, critics alleged, GPOs chose manufacturers for their members based on how much a manufacturer was willing to pay the GPO. The more money (the higher percentage of sales) a manufacturer gave the GPO, the more willing the GPO was to put that manufacturer on the list of manufacturers from which its member hospitals had to buy their medical supplies.17

When Retractable tried to sell its new syringe, which was recognized as the best safety syringe on the market and as the only safety syringe capable of completely eliminating all needlesticks in a nursing environment, it found itself blocked from doing so. In 1996, Becton Dickinson had gotten Premier GPO to sign an exclusive, 7 1/2-year, $1.8 billion deal that required Premier’s member hospitals to buy at least 90 percent of their syringes and needles from Becton Dickinson. Around the same time, Becton Dickinson had signed a similar deal with Novation that required its member hospitals to buy at least 95 percent of their syringes and needles from Becton Dickinson. Because hospitals were now locked into buying their syringes and needles from Becton Dickinson, or suffer substantial financial penalties, they turned away Retractable’s salespeople, even when their own nursing staffs recommended Retractable’s safety product as better and more cost-effective than Becton Dickinson’s.

Although Retractable’s safety syringe was almost double the cost of Becton Dickinson’s, hospitals that adopted Retractable’s syringe would save money over the long run because they would not have to pay any of the substantial costs associated with having their workers suffer frequent needlesticks and needlestick infections. The Center for Disease Control (CDC) estimated that each needlestick in which the worker was not infected by any disease cost a hospital as much as $2,000 for testing, treatment, counseling, medical costs, and lost wages, plus unmeasurable emotional trauma, anxiety, and abstention from sexual intercourse for up to a year. Those needlesticks in which the victim was infected by HIV, hepatitis B or C, or some
other potentially lethal infection, cost a hospital between $500,000 to more than $1 million and cost the victim anxiety, sickness from drug therapy, and, potentially, life itself. Retractable’s syringe completely eliminated all of these costs. Because all of the other syringes then on the market, including Becton Dickinson’s Safety-Lok, still allowed some needlesticks to occur, they could not completely eliminate all the costs associated with needlesticks and so were not as cost-effective. (A CDC study found that Becton Dickinson’s Safety-Lok, when tested by hospital health workers in three cities from 1993 to 1995, had cut needlestick injuries only from 4 per 100,000 injections down to 3.1 per 100,000 injections, a reduction of only 23 percent, the worst performance of all the safety devices tested.) An econometric study commissioned by Retractable proved that its safety syringe was the most cost-effective syringe on the market.

In October 1999, ECRI, the nation’s most respected laboratory for testing medical products, rated Becton Dickinson’s Safety-Lok syringe “unacceptable” as a safety syringe, saying it might actually cause an increase in needlesticks because it required two hands to use it and one hand might accidently touch the needle. It simultaneously gave Retractable’s Vanishpoint syringe its highest rating as a safety syringe, the only safety syringe to achieve this highest level. Becton Dickinson objected strenuously to the low rating of its own syringe, and in 2001, the testing lab raised the rating for the Safety-Lok a notch to “not recommended.” Retractable’s Vanishpoint syringe, however, continued to receive the highest rating. In spite of being recognized as the best and most cost-effective technology for protecting health care workers from being infected through needlesticks, Retractable still found itself blocked out of the market by the long-term deals that Becton Dickinson had negotiated with the major GPOs.18

In 1999, California became the first state to require its hospitals to provide safety syringes to its workers. Then, in November, 2000, the Needlestick Safety and Prevention Act was signed into law. The act required the use of safety syringes in hospitals and doctor’s offices. In 2001, OSHA incorporated the provisions of the Needlestick Safety and Prevention Act, finally requiring hospitals and employers to use safety syringes and significantly expanding the market for safety syringes, a development that is expected to bring lower prices. None of this legislation required a specific type or brand of syringe and Becton Dickinson’s safety devices were stocked by most GPO member hospitals.

Continuing to find itself locked out of the market by Becton Dickinson’s contracts with Premier and Novation, Retractable sued Premier, Novation, and Becton Dickinson in federal court alleging that they violated antitrust laws and harmed consumers and numerous health care workers by using the GPO system to monopolize the safety needle market.19 In 2003, Premier and Novation settled with Retractable out of court, agreeing to henceforth allow its member hospitals to purchase Retractable’s safety syringes when they wanted. In 2004, Becton Dickinson also settled out of court, agreeing to pay $100 million in compensation for the damage it inflicted on Retractable. During the 6 years that Becton Dickinson’s contracts prevented Retractable and other manufacturers from selling their safety needles to hospitals and clinics, thousands of health workers continued to be infected by needlesticks each year.

Ironically, in November, 2009, a jury found Becton Dickinson guilty of infringing on Retractable’s safety syringe patents by copying Retractable’s design and then manufacturing and selling the syringes under its own name. When ECRI had judged Becton Dickinson’s own safety needle technology “unacceptable,” and “not recommended,” sales had dropped off. To compensate for the drop in sales, Becton Dickinson had apparently taken a short-cut. The jury that found Becton Dickinson guilty of patent infringement ordered it to pay Retractable $5 million and to cease infringing on its patents.20

Questions

1. In your judgment, did Becton Dickinson have an obligation to provide the safety syringe in all its sizes in 1991? Explain your position, using the materials from this chapter and the principles of utilitarianism, rights, justice, and caring.

2. Should manufacturers be held liable for failing to market all the products for which they hold exclusive patents when someone’s injury would have been avoided if they had marketed those products? Explain your answer.

3. Evaluate the ethics of Becton Dickinson’s use of the GPO system in the late 1990s. Are the GPOs monopolies? Are they ethical? Explain.

Notes


4. Ibid.


8. Ibid.


14. In 1991, the device carried a published list price of 26 cents; see Health Devices, p. 170. Assuming an extremely conservative 20 percent margin, this would imply a manufacturing cost of about 20 cents; assuming a margin similar to its regular syringes of 50 percent would imply a manufacturing cost of about 12 cents.


18. Ibid.
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**Reducing Debts at Credit Solutions of America**

Doug Van Arsdale began Credit Solutions of America (CSA) in 2003 in Richardson, Texas with 5 employees.\(^1\) Now headquartered in Dallas, Texas, his company has more than 1000 employees, operates in several states, and has tens of thousands of customers enrolled in its debt reduction programs. Company revenues in 2007 were $77,354,088, double its 2006 revenues of $40,333,517. When Doug Van Arsdale founded CSA he used his own funds, and developed its programs, processes, and procedures on his own. In 2007, the company won the prestigious J. D. Power and Associates award for “An Outstanding Customer Service Experience.” Why is it that such an outstanding company, so devoted to serving its customers, had been sued or was being sued by the Attorney Generals of eight states for customer fraud?

CSA is part of the “debt settlement” or “debt management” industry. Debt settlement companies help consumers who have accumulated a large amount of debt and who are now unable to continue making monthly payments on their debt and who also cannot pay their debts off in full.\(^2\) One option for such consumers is to file for personal bankruptcy in a federal court. Filing for personal bankruptcy stops all collection efforts by creditors and allows a judge to have the debtor’s assets sold to pay off as much of his debt as possible, and then to issue a court order that eliminates any remaining debts. When a debtor reaches the point of bankruptcy, he or she will usually have little or no assets left, so creditors often get nothing. Bankruptcy, in effect, allows a person who has been overwhelmed by debt to have his or her debts forgiven and to start over with a clean slate. However, bankruptcy has some long-lasting serious consequences. The bankruptcy will stay on a person’s credit report for ten years and during that time it will be almost impossible for the person to get a loan, a credit card, buy a home, buy anything on credit such as a car, get life insurance, and will make even getting a job difficult. Because of these serious negative consequences, most debtors are reluctant to file for bankruptcy and will first try to find some other way to settle their debts. That is where debt settlement companies come in.

There are several different kinds of debt settlement companies. Some companies provide traditional “credit counseling,” which consists of showing their customers how to put together a budget and a plan for paying off their debts, and helping them work with creditors to reduce their interest rates or their penalty fees. Other companies provide “debt consolidation loans” which provide the customer with a single loan that they use to pay off all their other debts, but that allows repayment over several years so that each month’s payment is low enough for the customer to afford. A third group of debt settlement companies provide “debt management,” which consists

---


of negotiating directly with the customer’s creditors on behalf of the customer, and trying to convince the creditors to reduce the customer’s monthly payments to an affordable level, usually by making the pay-off period longer but sometimes by forgiving part of the debt.

But these options seemed inadequate to Doug Van Arsdale. Before he founded CSA he had spent nine months researching and studying the industry. He discovered, he said, that there was a need for an “effective alternative to both bankruptcy and consumer credit counseling.” The main problem, he said, was that “In our society, most customers with debt problems are treated poorly [and] I saw that consumers needed someone who was exclusively on their side.” So he decided to establish a different kind of debt settlement company, one that would provide more vigorous help to consumers who were being swamped by their debt.

CSA initiated a fourth category of debt settlement companies. This fourth category consists of companies that engage in an aggressive kind of debt relief that tries to force creditors to reduce the customer’s debt. Companies in this category work primarily with customers who have unsecured debt, i.e., debt that is not backed by an asset—like a house, a car, or shares of stock—that the creditor can repossess if the customer cannot repay the debt. Since the main form of unsecured debt is credit card debt, most of CSA’s customers have credit card debts that they cannot repay and whose monthly payments they can no longer afford. A person must have at least $6,000 of unsecured debt to become a customer of CSA.

Companies like CSA operate by suggesting their customers stop making all monthly payments on their unsecured debts. CSA tells its customers that although it cannot legally advise them to stop paying their creditors, the CSA “program” will not work unless they stop making payments. Customers are instructed to open a savings account and each month deposit there the money they would have used to make their payments. They must also agree to let CSA handle all contacts with their creditors from that point on. After several months of failing to make their regular payments, the customer’s debts go into default and the creditors begin demanding their money, calling and writing letters trying to collect, and even threatening to sue. After a period of time, the debt settlement company, CSA, contacts the creditors and negotiates a substantial reduction of the loan, perhaps suggesting that if the loan is not reduced the creditor may not get any of their money back because the customer may file for bankruptcy. Although creditors are unwilling to discuss reductions when they are getting their monthly payments, they are more open to doing so when they are not getting any money from the customer anyway—which is why this kind of debt management works only if customers stop making payments on their debts. In many cases, creditors at this point will agree to a settlement, i.e., agree to reduce the debt, perhaps by 30 percent, but very often by as much as 40 percent or even 60 percent, depending on the circumstances and the skills of the negotiator. This part of its program is a feature that Van Arsdale’s company often advertised on its web site:

Debt settlement specifically reduces your current outstanding total balances 40–60% ... A typical settlement can be accomplished within 36 months or less with a lower monthly payment than any other debt resolutions option ... More than 200,000 people from every walk of life have entrusted us to help them become debt free. Credit Solutions is the industry leader, managing more than $2.25 billion of debt for our clients.

If the negotiations are successful, the customer’s debt is reduced to a level he or she can manage but without the negative consequences of a bankruptcy. The customer uses the money he or she has been putting in a savings account to make a beginning lump-sum payment to the creditor and then usually gets back to making monthly payments. Often the reduced debt is low enough for the customer to pay off in a matter of months.

In return for its services, CSA charges a fee of 15 percent of the total debt the customer wants reduced, and the customer pays this fee in three large payments made in the first three months and then in smaller monthly installments spread over the next fourteen months. CSA takes these monthly fees out of the savings account the customer opened when he or she first stopped paying creditors. CSA starts drawing its fees out of the customer’s savings account at the beginning of the program, which is right when the customer stops making monthly payments on his or her debts, but before the debts have defaulted and so before CSA begins to actively negotiate settlements. CSA does not start to negotiate with creditors until several months later when the creditors are anxious to get at least some of their debt back, and the customer has saved up enough money to make the initial lump sum payments creditors will demand.

Customers sign up with CSA by calling one of their salespeople. The company, in fact, has twice as many people working on sales as are working to resolve their customer’s credit problems. The company gives its sales people a “script” to follow when talking to customers, although the company also advised salespeople that: “We are NOT EXCLUSIVELY SCRIPTED! Formulate your own artillery of rebuttals! Don’t be a robot! Be creative!” The sales script tells sales people to explain that CSA’s debt settlement is better than debt consolidation or credit counseling and that debt settlement can “dramatically reduce your debt and get you out in 3 years or less.”
If a customer asks “Will I get sued?” the script suggests a response: “We want to reassure the client that there is nothing that can happen that we will not try to assist them with.” If a customer asks “What is this going to do to my credit?” the script suggests asking “What’s your current credit score?” which will distract the customer from their own question since most consumers will not know their score. The salesperson can also say, “After you’re out of the program, your score will be as good if not better than it is now …” If the customer asks, “Can you guarantee that my creditors will settle with you?” the script suggests answering: “We guarantee our service fee because we know that your creditors will negotiate settlement with us. (Let them know that we are currently building relationships with as many creditors as possible.) Some creditors actually set aside certain days of the week just to work with us. Notice, we do not say we “don’t guarantee,” but rather tell them what we can and do guarantee.”

Doug Van Arsdale felt that his company was able to provide help right when indebted consumers were at their lowest. “That’s where we come into play and ultimately make a difference,” he said. Moreover, the company had even become a helpful resource for the creditors themselves. “Working with us on behalf of our mutual clients is very beneficial to them,” he noted. “They save time and money that would have been spent on ineffective collection efforts.”

The methods CSA uses to get creditors to reduce their customer’s debts puts considerable stress on the customer. When a customer stops making his or her monthly payments, creditors start calling constantly, sending threatening letters and adding “late fees” and other penalties to the debt; then creditors may turn the debt over to a collection agency that is even more aggressive and harassing. Eventually the customer is threatened with lawsuits, or the creditor gets a court order that allows it to “garnish” (to take) part of the customer’s wages. The creditor also will report the customer’s failure to pay his or her debt to a credit agency so the customer’s credit rating falls which makes it much more difficult for the customer to get credit again. In the extreme, the creditor will actually sue the customer. Nevertheless, although the process can be traumatic, the final outcome can leave CSA’s customers satisfied.

One of CSA’s satisfied customers, “Tiffany of Orlando,” posted a comment about her experience with CSA on ConsumerAffairs.com, a web site that collects comments about debt settlement:

I lost my job … and joined Credit Solutions in June 2009 after trouble paying all my credit card bills…. The first six months of the program was the hardest. I was receiving creditor calls, letters, etc. since I [had] stopped paying my monthly credit card bills…. Then, after 6 months an offer came in from a credit card I owed over $5K on . . . and I was able to settle my first account for less than half of what I actually owed. A few months later I paid off two more accounts . . . so I personally think it has been worth it…. Plus I have already saved twice as much as their total service fee . . . . It is not easy, and yes your credit score will be destroyed, but in my situation, it seemed like the only way to get out of debt. Paying the rent and buying food for the kids seemed more important than my credit score at the time.

Tiffany of Orlando, FL Feb. 9, 2010

Another satisfied CSA customer using the name “Anonymous” posted this comment on a different web site entitled “Pissed Consumer:"

I used Credit Solutions to eliminate my debt and it did work and I was able to get out of $10,000 worth of credit card debt in just less than a year. They are horrible to try to get a hold of…. They are a bit unorganized . . . I was told to close my accounts. I was just told to call them when I had saved a specific percentage of my [debt] balance, and they would try to negotiate at that point. I saved, and called, and it did work out, even though the card balance had gone to lawyers, they still negotiated a better deal for me. I felt they did their job on that one, but my other credit card company just offered me a deal about 6 months into the program for half the balance and I took it . . . So . . . they did help me, . . . , but there definitely are some frustrating customer service factors.

Yet for each satisfied customer that posts a comment on web sites dedicated to customer complaints like these, there seem to be ten to twenty CSA customers that are extremely upset with the way the company treated their credit problems, with what they perceive as inaction on the part of CSA, with the fees they paid CSA for work they felt did not merit the fees, or with the fallout of CSA’s methods. On ConsumerAffairs.com, one customer calling himself Jamie wrote:

When I was in college I first started to use credit cards. A credit card with a $25,000 dollar credit limit was easier to find in college than a keg party…. I was way over my head, and way immature to understand debts and to use credit wisely. I could no longer pay my bills . . . Credit Solutions states they can easily help you. All you have to do
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is stop paying your bills . . . Then when they go to
collection agencies you can settle it for pennies on
the dollar! All you had to do was pay Credit Solu-
tions . . . What did they do? Nothing. . . . All they
do is take your money. After the creditors were
trying to sue me, I had to finally do what Credit
Solutions was paid to do. Start calling and talking
to them to set up payment plans. I finally just paid
off all my credit card debt. However I am still up-
set that this company talked me into such a stupid,
idiotic way to work through my debt.

Jamie of Pittsburgh, PA Dec. 21, 2009

Another dissatisfied CSA customer posted this comment on ConsumerAffairs.com:

When I signed up with Credit Solutions they
told me not to answer or talk to any of our credi-
tors, that they would work with our creditors.
We have paid Credit Solutions over $4000 dol-
ars and my credit is worse than when I enrolled
in their program. I am being taken to court and
received a writ of garnishment from one of my
creditors. . . I now am filing for bankruptcy be-
cause I am so behind and in debt that this is the
only alternative I have to protect my family from
living on the streets. . . Creditors are garnishing
my wages [and] I cannot support my family when
my livelihood is being taken.

Bruce of Alamosa, CO Feb. 21, 2009

A student left this distressing comment on Consumer-
Affairs.com:

I enrolled in Credit Solutions in July of 2008.
I was a student, trying to make ends meet.
I thought Credit Solutions was a life saver.
Finally be debt free. . . I could finally get a bet-
ter student loan and didn’t have to hold 2 full
time jobs anymore just to pay min. payments
on a credit card. . . . What they don’t tell you is
when you’re waiting for things to be settled your
credit hurts even more. All my credit cards were
put in collections. I would get harassed everyday
by creditors. When I would contact Credit Solu-
tions they would say that they were handling it.
I finally . . . contacted all my credit card compa-
nies, they NEVER RECEIVED ANYTHING
FROM CREDIT SOLUTIONS!!! I paid for
nothing . . . I went from owing $1700 on one
credit card to $2600! I’m a 21 yo med student . . .
I can’t qualify for any loans because of this . . . My
future and dreams are ruined.

Nicole of West Palm Beach, FL Jan. 2, 2009

The “Debt Consolidation Care Forum,” which provides
a web site for comments, opened a forum entitled “Credit
Solutions—Is it a scam company?” and quickly received
over a hundred posts. Some were favorable to the com-
pany, like that of the writer who had almost finished pay-
ing off his debts and who “had nothing but good things
from them.” But most comments were negative, including
one from a writer who signed up with Credit Solutions
and then was harassed daily by debt collectors and threat-
ened with lawsuits until “I was near suicidal.”

Many of CSA’s dissatisfied customers lodged com-
plaints with the Better Business Bureau. In the middle of
2010, the Bureau noted on its web site that it had received
more than 1,400 complaints about CSA during the pre-
vious 36 months. According to its report on CSA posted
on the Bureau’s web site, “customers complain that paying
the company fee and following the debt negotiation pro-
gram does not reduce debt, as stated by company represen-
tatives. As a result of the program, customers complain,
they have an increase in debt, due to late fees or additional
interest and negative credit reporting.”

Many dissatisfied customers also lodged complaints with
state officials. By 2011, the attorney generals of Texas, New
York, Oregon, Idaho, Florida, Illinois, Maine, and Missouri
had all filed lawsuits against the company on behalf of state
residents. Some of the lawsuits alleged that CSA had engaged
in deception by promising, but failing to deliver, 60-percent
debt reductions. The company was also accused of engaging
in fraudulent business practices by getting its customers to
stop paying their debts knowing that this would lead to late
fees and other financial penalties including lower credit rat-
ings, but failing to inform them of this. And CSA was accused
of making its customers pay fees when in fact it was doing
nothing for them. Oregon banned CSA from doing business
in the state for three years. Idaho ruled that debt settlement
companies could not operate in the state unless they were
non-profits, which disqualified CSA.

CSA had several ready defenses against such accusa-
tions. Many customers who complained were probably
just unhappy with the stresses of going through the early
months of the CSA program when creditors first start call-
ing because they are not being paid. But this was an impor-
tant and necessary step toward getting creditors to agree
to debt reductions, and customers knew that they would
have to endure this period. CSA helped customers through
this period by asking them to not contact creditors and
to let CSA handle all contacts and letters with creditors.
Those customers who complained that the company had
not negotiated any debt reductions for them were perhaps
also referring to those first several months of the program
when CSA deliberately does not do any negotiating with
creditors. And when customers said that they were paying
CSA yet CSA was doing nothing for them, perhaps this
was because CSA required customers to begin paying its 15 percent fee from the first month, when the company deliberately refrained from engaging in any active negotiations with creditors.

CSA did not hide that although it said on its web site and in its discussions with customers that debt reductions could be as much as 60 percent, not all customers received such large debt reductions. However, CSA never promised customers that they would receive reductions of that magnitude. The company only agreed to try to negotiate a reduction, and such reductions could, but need not, be as much as 60 percent of the customer’s debt. And in fact, CSA was regularly able to negotiate large reductions of 60 percent for many of its customers. While there were customers whose creditors would agree to reduce their debts by only a smaller amount, the creditors of other customers were very open to negotiating significant debt reductions with CSA.

Finally, some customer complaints came from customers who had not adhered to their agreement to not contact creditors. Instead of letting CSA handle all creditor contacts, some customers contacted creditors before they should have and had thereby interfered in the negotiations that were involved. When customers became impatient and contacted creditors on their own, they often did so prematurely and so CSA was not able to get the kind of concessions from creditors that waiting longer could produce. Any actions a creditor took, such as filing a lawsuit or garnishing a customer’s wages, could be done away with as part of CSA’s negotiations with the creditor provided the customer was willing to be patient. Even late fees and other financial penalties creditors tacked on to a customer’s debt could be removed during negotiations.

Nevertheless, many customers complained that even though they had followed all of CSA’s instructions, and paid all its fees, in the end their debts were not reduced or were reduced by less than they had paid CSA. In New York, the state Attorney General said that Credit Solutions had enrolled 18,000 New York customers yet the company had settled the debts of less than 2,000 of them. Evelyn Mazzella, a New York customer of CSA said “I ended up paying them a couple of thousand dollars, but they only settled one card” with Best Buy, an electronics retailer.15 In 2009, customers also complained that when they had trouble trying to both pay CSA’s fees and save up enough money to make the lump sum payment required in any potential settlement, the company gave them a list of useless suggestions including: “Refinance home,” “Get a second mortgage,” “Baby sit,” “Sell plasma,” “Ask for a raise,” “Get off the station before your usual stop and walk,” “Cut down your drinking,” “Drink tap water,” and “Buy frozen.”16 Other customers complained that CSA salespeople did not tell them that any money deducted from their debts would be counted and taxed as income by the IRS, nor that for seven years the deduction would appear on their credit report as a “charge-off,” a negative mark that would reduce their ability to get future credit. Many credit experts pointed out that when consumers got in trouble with their credit card debts, they could go directly to their credit card company and negotiate a reduction themselves without the help of CSA.

Doug Van Arsdale, who remained CEO of Credit Solutions in 2011, said in a statement that Credit Solutions of America (CSA) “subscribes to the highest ethical standards” and remained focused on its customers.17 The company, he said, “treats them with respect and assists them with getting their lives back in order, regardless of their situation.”18
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The Ethics of Job Discrimination

From Chapter 7 of Business Ethics: Concepts and Cases, 7th Edition. Manuel G. Velasquez. Copyright © 2012 by Pearson Education, Inc. All rights reserved.
The Ethics of Job Discrimination

What distinctions can companies reasonably make between job applicants without engaging in discrimination?

How widespread is job discrimination?

Why is it wrong to discriminate?

What is affirmative action and why is it so controversial?

Female and minority workers are the fastest growing demographic group of new employees.
In 2011, the U.S. Court of Appeals for the Fifth Circuit ruled that the University of Texas at Austin did not engage in racial discrimination, although it used race as one of the criteria for determining which students would be admitted into the University. The admissions process the University used was an “affirmative action” plan aimed at ensuring that the student body of the University included people from a diverse range of geographical areas, socio-economic classes, experiences, backgrounds, and, of course, races. The ruling of the Fifth Circuit Court was unusual because 15 years earlier the same Court had ruled that it was illegal and discriminatory for the University to take race into account in its admissions programs. Thus, in its 2011 decision the Court in effect reversed its own earlier decision. This reversal was based on a 2003 U.S. Supreme Court decision that had considered the claims of Barbara Grutter who argued that the University of Michigan had unlawfully discriminated against her when it turned down her application for admission because she was white.

When Grutter was denied admission to the University of Michigan Law School, she sued both the University and Lee Bollinger, president of the University at the time (Grutter v. Bollinger). Many companies took notice because they used hiring programs that were in some respects like those of the University. Grutter claimed that the university’s affirmative action program had unfairly given preference to minority students with “similar credentials” to her own. The U.S. District Court for the Eastern District of Michigan first heard her case in the winter of 2001. The District Court agreed with Grutter and ruled on March 27, 2001 that the University of Michigan had engaged in a form of racial discrimination by showing preference to minority students in violation of Grutter’s right to equal treatment. The University of Michigan appealed the District Court’s ruling to the Court of Appeals for the Sixth Circuit. In a split decision on May 14, 2002, the judges of the Court of Appeals overturned the earlier District Court’s ruling. The Court of Appeals held that the University of Michigan’s preferential program was both fair and constitutional to the extent that it sought “diversity”—i.e., a student population that possesses a diverse range of ages, ethnicities, genders, races, talents, experiences, and other significant human qualities. Grutter was not satisfied with this decision, so she took her case to the nation’s highest court, the U.S. Supreme Court. The Supreme Court, in a separate case (Gratz v. Bollinger), had ruled that an affirmative action program used by the University of Michigan in its undergraduate programs was unconstitutional because it was not “narrowly tailored” and so gave too much weight to race. Would the Supreme Court also reject the law school’s affirmative action program? On June 23, 2003, the Supreme Court reached its decision: It is fair and constitutional, the Supreme Court held, for a university to show preference to minorities in admissions if its goal is to achieve “diversity” in a way that is “narrowly tailored” to achieve this goal and the University of Michigan’s Law School program met these criteria.

Student body diversity is a compelling state interest that can justify using race in university admissions….Major American businesses have made clear that the skills needed in today’s increasingly global marketplace can only be developed through exposure to widely diverse people, cultures, ideas, and viewpoints….Moreover, because universities, and in particular, law schools, represent the training ground for a large number of the Nation’s leaders, the path to leadership must be visibly open to talented and qualified individuals of every race and ethnicity. Thus, the Law School has a compelling interest in attaining a diverse student body. The Law School’s admissions program bears the hallmarks of a narrowly tailored plan….Universities cannot establish quotas for members of certain racial or ethnic groups or put them on
The Law School’s admissions program, [however,...] is flexible enough to ensure that each applicant is evaluated as an individual and not in a way that makes race or ethnicity the defining feature of the application.2

Earlier, more than five dozen major U.S. corporations had urged the court to protect the University of Michigan’s goal of achieving diversity through its affirmative action program. In an “amicus” brief, the companies—including 3M, Intel, Microsoft, Hewlett-Packard, Nike, Coca-Cola, Shell, Ernst & Young, Kellogg, Procter & Gamble, General Motors, and over 50 others—argued:

In the experience of [these companies], individuals who have been educated in a diverse setting are more likely to succeed, because they can make valuable contributions to the workforce in several important and concrete ways. First, a diverse group of individuals educated in a cross-cultural environment has the ability to facilitate unique and creative approaches to problem-solving arising from the integration of different perspectives. Second, such individuals are better able to develop products and services that appeal to a variety of consumers and to market offerings in ways that appeal to those consumers. Third, a racially diverse group of managers with cross-cultural experience is better able to work with business partners, employees, and clientele in the United States and around the world. Fourth, individuals who have been educated in a diverse setting are likely to contribute to a positive work environment, by decreasing incidents of discrimination and stereotyping. Overall, an educational environment that ensures participation by diverse people, viewpoints and ideas will help produce the most talented workforce.3

While most of the judges of the U.S. Supreme Court agreed with these companies and their affirmation of the importance of diversity, their decision was not unanimous. Like the judges who had earlier disagreed over the Grutter case, the judges on the Supreme Court were also divided about the fairness of affirmative action programs and the legitimacy of pursuing diversity. Although five of the Supreme Court’s nine judges held that affirmative action was fair and not a form of unconstitutional “discrimination,” four of the judges, including Clarence Thomas, a black man, were harshly critical of that opinion. Thomas asserted that showing preference to minorities was harmful “racial discrimination”:

I believe what lies beneath the Court’s decision today are the benighted notions that one can tell when racial discrimination benefits (rather than hurts) minority groups, and that racial discrimination is necessary to remedy general societal ills…. Clearly the majority still cannot commit to the principle that racial classifications are per se harmful and that almost no amount of benefit in the eye of the beholder can justify such classifications. … This discrimination engenders attitudes of superiority or, alternatively, provoke[s] resentment among those who believe that they have been wronged by the government’s use of race. These programs stamp minorities with a badge of inferiority and may cause them to develop dependencies or to adopt an attitude that they are “entitled” to preferences.4

The decision of the U.S. Supreme Court did not end the controversy. After the Supreme Court’s decision was announced, the Michigan state legislature began a divisive and rancorous debate over whether to pass a law that would withhold state funds from
public universities—including the University of Michigan—that used affirmative action programs. The debate over the issue was so heated and belligerent that a fistfight broke out on the floor of the legislature between opponents and supporters of the measure. In the end, a deeply divided legislature passed the law. Even then the matter did not end. In 2004, a group of Michigan residents began a drive in support of a statewide vote on a measure that would make it illegal for universities and other public institutions in Michigan to use affirmative action programs; in 2006, the drive succeeded with the passage of the Michigan Civil Rights Initiative. California had already passed such a law, and Washington, Florida, Nebraska, and Arizona had passed similar laws by 2011. Yet citizens in other states, like Colorado, voted against banning affirmative action programs.

As the 2011 University of Texas Court of Appeals decision, the 2003 Supreme Court decision in the University of Michigan Law School case, and the polarizing campaigns to pass state laws banning affirmative action all indicate, our nation today remains bitterly divided over our legacy of discrimination and over the justice of dealing with the effects of past discrimination through affirmative action programs. Many businesses, like the Fortune 500 companies that supported the goal of diversity, believe that it is key to competing in a rapidly globalizing world because, as the Supreme Court stated, “the skills needed in today’s increasingly global marketplace can only be developed through exposure to widely diverse people, cultures, ideas, and viewpoints.” Many, however, believe that attempts to achieve diversity through affirmative action programs are themselves forms of unjust “reverse discrimination.”

The debates over equality, diversity, and discrimination have been prolonged and acrimonious. Controversy continues to swirl around the nature of the plight of racial minorities, the inequality of women, and the harm that whites or males have suffered as a result of preference shown to women and minorities. These continuing debates over racial and sexual diversity have often focused on business and its needs. This is inevitable: Racial and sexual discrimination have had a long history in business, and diversity now promises to have significant benefits for business.

Perhaps more than any other contemporary social issue, public discussions of discrimination and diversity have clearly approached the subject in ethical terms: The words justice, equality, racism, rights, and discrimination inevitably find their way into the debate. This chapter analyzes the various sides of this ethical issue. The chapter begins by examining the nature and extent of discrimination. It then turns to discussing the ethical aspects of discriminatory behavior in employment and ends with a discussion of diversity and affirmative action programs in business.

1 Job Discrimination: Its Nature

A few years ago, the American Broadcasting Company (ABC) sent a male and female, Chris and Julie, on an “experiment” to apply in person for jobs several companies were advertising. Chris and Julie were both blonde, trim, neatly dressed college graduates in their 20s, with identical resumes indicating management experience. Unknown to the companies, however, both were secretly wired for sound and had hidden cameras. One company indicated in its help-wanted ad that it had several open positions. However, when the company recruiter spoke with Julie, the only job he brought up was a job answering telephones. A few minutes later, the same recruiter spoke with Chris. He was offered a management job. When interviewed afterward by ABC, the company recruiter said he would never want a man answering his telephone. Another company had advertised positions as territory managers for lawn-care services. The owner of
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de the company gave Julie a typing test, discussed her fiance’s business with her, and then offered her a job as a receptionist at $6 an hour. When the owner interviewed Chris, however, he gave him an aptitude test, chatted with him about how he kept fit, and offered him a job as territory manager paying $300 to $500 a week. When the owner was later interviewed by ABC, he commented that women “do not do well as territory managers, which involves some physical labor.” According to the owner, he had also hired one other woman as a receptionist and had hired several other males as territory managers. Several other researchers have replicated the findings of the ABC study and came up with similar results. The experience of young Chris and Julie suggests that sexual discrimination is alive and well. Numerous similar experiments suggest that racial discrimination also continues to thrive. In one study, researchers at the Urban Institute paired several young black men with similar young white men, matching them in openness, energy level, articulateness, physical characteristics, clothing, and job experience. Young Hispanic males fluent in English were likewise matched with young white males. Each member of each pair was trained and coached in mock interviews to act exactly like the other, then they applied in person for the same jobs, ranging from general laborer to management trainee in manufacturing, hotels, restaurants, retail sales, and office work. Despite the fact that all were equally qualified for the same jobs, blacks and Hispanics were offered jobs 50 percent fewer times than the young white males. In another study, white students paired with black students applied for low-wage, entry-level jobs in Milwaukee. While the white applicants told employers they had been in jail for 18 months, the black applicants presented themselves with a clean record. Yet the white ex-cons were called back for interviews 17 percent of the time, while their crime-free black equivalents were called back only 14 percent of the time. In short, being black is about equivalent to having an 18-month jail conviction. In yet another study, identical resumes were sent to random help-wanted ads in Boston and Chicago. Half of the resumes carried the “white-sounding” names “Emily” and “Greg” while the other half carried the “African-American-sounding” names “Lakisha” and “Jamal.” The white-sounding names received 50 percent more callbacks for interviews.

Today, outright sexist and racist bigotry are usually not openly exhibited or expressed; on the contrary, virtually everyone will sincerely and forcefully deny that they are prejudiced against women or minorities. Yet, the studies described above suggest that both minorities and women today continue to be treated differently from their white or male counterparts. Studies like these, as it were, catch us in the very act of discriminating against minorities or women, perhaps without us even realizing what we are doing.

The root meaning of the term *discriminate* is “to distinguish one object from another,” a morally neutral and not necessarily wrongful activity. However, in modern usage, the term is not morally neutral; it is usually intended to refer to the wrongful act of distinguishing illicitly among people not on the basis of individual merit, but on the basis of prejudice or some other *invidious* or morally reprehensible attitude. This morally charged notion of invidious discrimination, as it applies to employment, is what is at issue in this chapter. In this sense, to discriminate in employment is to make an adverse decision (or set of decisions) against employees (or prospective employees) who belong to a certain class because of morally unjustified prejudice toward members of that class, whether or not that prejudice is consciously held. Discrimination can be based on an overt and conscious racist bias against a group, or it can arise from unconscious stereotypes about the members of a group. Thus, discrimination in employment must involve three basic elements. First, it is a decision against one or more employees (or prospective employees) that is not based on individual merit, such as the ability to perform a given job, seniority, or other morally legitimate qualifications. Second, the decision
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derives solely or in part from racial or sexual prejudice, false stereotypes, or some other kind of morally unjustified attitude, whether consciously held or not, against members of the class to which the employee belongs. Third, the decision (or set of decisions) has a harmful or negative impact on the interests of the employees against whom the decision is made, in hiring, compensation, promotion, job assignments, or termination of those employees.

Employment discrimination in the United States historically has been directed at a surprisingly large number of groups. These have included religious groups (such as Jews and Catholics), ethnic groups (such as Italians, Poles, and Irish), racial groups (such as blacks, Asians, and Hispanics), and sexual groups (such as women and homosexuals). We have an embarrassingly rich history of discrimination.

Forms of Discrimination: Intentional and Institutional Aspects

A helpful framework for analyzing different forms of discrimination can be constructed by distinguishing the extent to which a discriminatory act is intentional (conscious) or unintentional (unconscious), and the extent to which it is an individual (isolated) or institutional (systematic) act. Intentional discrimination is carried out consciously and deliberately, while unintentional discrimination is not consciously or deliberately sought, but is the result of unconscious factors such as stereotypes or processes that have unintended outcomes. Individual discrimination consists of the discriminatory act or acts of one or a few individuals acting on their own and so has a one-time or limited effect, while institutionalized discrimination consists of the discriminatory act or acts that are the frequent outcomes of the actions of all or many members of an institution and of the regular processes and policies of the institution. While individual discrimination has a one-time or limited effect, institutionalized discrimination tends to have recurring and widespread effects within the institution and even beyond. There are, then, four categories of discriminatory actions. First, a discriminatory act may be the isolated act of a single individual who intentionally discriminates out of personal prejudice. In the ABC experiment, for example, the attitudes that the male interviewer is described as having may not be characteristic of other company interviewers: His behavior toward female job seekers may be an intentional, but isolated instance of sexism in hiring. Second, a discriminatory act may be part of the routine institutional behavior of a group that intentionally discriminates because of the shared prejudices of its members. Aryan Nations, Stormfront, and the White Aryan Resistance, for example, are organizations that engage in intentional institutionalized discriminatory behavior against minorities of virtually every kind. Third, an act of discrimination may be the isolated act of a single (or a few) individual(s) who unintentionally discriminates against women or minorities because the individual has unconscious stereotypes about the abilities of women or minorities, perhaps absorbed from surrounding society. If the interviewer quoted in the ABC experiment, for example, acted unintentionally, then he would fall into this third category. Fourth, a discriminatory act may be the result of the institutionalized routines of a corporate organization whose procedures and practices unintentionally discriminate against women or minorities. The companies studied in the ABC experiment, for example, were organizations in which the best-paying jobs were routinely assigned to men and the worst-paying jobs were routinely assigned to women—on the stereotypical assumption that women are fit for some jobs and not for others. There may be no conscious intent to discriminate, but the result is the same: a recurring and widespread pattern of racially or sexually based preferences biased against minority or female candidates.

During the last century, an important shift in emphasis occurred—from seeing discrimination primarily as an intentional and individual matter to seeing it as an
in institutionalized and perhaps, unintentional outcome of routine corporate behavior. During the early 1960s, employment discrimination was seen primarily as an intentional act performed by one individual on another. Title VII of the Civil Rights Act of 1964 (amended in 1972 and 1991)—the fundamental U.S. law against discrimination—seems to have had this notion of discrimination in mind when it stated:

> It shall be an unlawful employment practice for an employer (1) to fail or refuse to hire or to discharge any individual, or otherwise discriminate against any individual with respect to his compensation, terms, conditions, or privileges of employment because of such individual’s race, color, religion, sex, or national origin; or (2) to limit, segregate, or classify his employees or applicants for employment in any way that would deprive or tend to deprive any individual of employment opportunities or otherwise adversely affect his status as an employee because of such individual’s race, color, sex, or national origin.¹⁰

However, in the late 1960s, the concept of discrimination was enlarged to include more than the traditionally recognized intentional forms of individual discrimination. Executive Order 11246, issued in 1965, required companies doing business with the federal government to not discriminate and to take steps to correct any “racial imbalances” in their workforce. By the 1970s, the term discrimination was being used regularly to include disparities of minority representation within the ranks of a firm regardless of whether the disparity had been intentionally created. An organization was “discriminatory” when minority group representation within its ranks was significantly disproportional to the group’s local availability—for example if a company hired for certain positions from an area in which qualified minorities made up 30 percent of the people in the pool of available workers, then qualified minorities should make up about 25–35 percent of the company’s workers in those positions, and not, say, 5 or 10 percent. The “discrimination” would be remedied when the proportions of minorities within the organization more or less matched their proportions in the available pool of workers. To remedy any imbalances, companies were asked to use “affirmative action” programs. For example, a U.S. Department of Labor guidebook for employers issued in February, 1970 stated:

> An acceptable affirmative action program must include an analysis of areas within which the contractor is deficient in the utilization of minority groups and women, and further, goals and timetables to which the contractor’s good faith efforts must be directed to correct the deficiencies and thus to increase materially the utilization of minorities and women at all levels and in all segments of his work force where deficiencies exist…. “Underutilization” is defined as having fewer minorities or women in a particular job classification than would reasonably be expected by their availability.¹¹

The Equal Employment Opportunity Act of 1972 gave the Equal Employment Opportunity Commission increased power to combat this form of discrimination and to even require affirmative action programs to correct any deficiencies.

Some people, however, criticized the view that an institution is “discriminatory” if a minority group is underrepresented within its ranks. Discrimination is the intentional act of individuals, they argued, and it is individual women and minorities whom it mistreats. Consequently, these critics concluded, we should not say discrimination exists until we know that a specific individual intentionally discriminated against another individual in a specific instance. The problem with this criticism is that it is generally impossible to know when, or even whether, a specific individual

---

affirmative action program Any program designed to ensure that minorities, women, or members of some other group, are adequately represented within an organization and its various levels by taking positive steps to increase their number when underrepresented; what counts as “adequate representation” depends on the objectives of the program; some aim at having the same proportion of women or minorities as exists in the pool from which new members are drawn, others aim at achieving the diversity needed to meet organizational objectives.

Equal Employment Opportunity Commission A federal agency that investigates claims of on-the-job discrimination.
was discriminated against in a particular instance. Individuals compete with other individuals for jobs and promotions. Whether a specific individual wins a specific job or promotion depends on a number of variable factors that include not only his or her qualifications, but also the fairness of the hiring manager and the unconscious stereotypes he or she may hold, as well as numerous chance factors, such as who the other competitors happened to be, what qualifications the competitors happened to have, how the manager happened to feel the day he or she made the decision, and how the applicant happened to perform at the moment of the interview. Consequently, when a minority individual loses in this competitive process, there is generally no way of knowing whether that individual’s loss was the result of his or her qualifications or some chance factor or unconscious (or conscious) discrimination. The only way of knowing whether a process is discriminating is by looking at what happens to minorities as a group over a period of time: If minorities as a group regularly lose out in a competitive process in which their abilities as a group match those of non-minorities, then we may conclude that the process itself is systematically discriminating even though we may not know which particular individuals were discriminated against.12

Nevertheless, during the 1980s, government policy under the Reagan administration shifted toward the view that the focus of society should not be on discrimination in its institutionalized forms. Starting in about 1981, the federal government began to actively oppose affirmative action programs based on statistical analyses of systematic discrimination. The Reagan administration held that only individuals who could prove that they had been the victims of discrimination aimed specifically and intentionally at them should be eligible for special treatment in hiring or promotions. Although the administration was largely unsuccessful in its efforts to dismantle affirmative action programs altogether, it did succeed in naming a majority of U.S. Supreme Court justices who rendered decisions that tended to undermine some legal supports of affirmative action programs. These trends were reversed once again in the 1990s, when George H. W. Bush became president and pledged to “knock down the barriers left by past discrimination.” In 1991, the U.S. Congress passed, and the President signed, legislation that supported affirmative action programs and reversed the U.S. Supreme Court rulings that had undermined them. As we saw earlier, in 2003 the Supreme Court approved the use of “preferential treatment” programs to achieve diversity in educational institutions. Thus, our society has wavered and continues to waver on the question of whether discrimination should be seen only as an intentional and individual act or also as an unintentional and institutionalized pattern of actions revealed by statistics, and whether we should bend our efforts to combating only the former or should also try to overcome the latter with affirmative action programs.

For purposes of analysis, it is also important to keep separate the ethical issues raised by policies that aim at preventing discrimination before it happens again, whether intentional or unintentional, from those raised by policies like affirmative action that aim at remedying discrimination after it has already happened, by, say, achieving a proportional representation of minorities within a business. We will discuss each of these issues separately since each raises distinct ethical issues.

First, however, we must examine whether and to what extent our business institutions today are discriminatory. It is a commonly held belief that, although our institutions used to be discriminatory, this is no longer the case because of the great strides minorities and women have made during the last few years. For example, Barack Obama was elected President in 2008, Edward Brooke in 1966 became the first African-American to be elected Senator since Reconstruction, Edward Hidalgo became the first Hispanic Secretary of the Navy in 1979, Sandra Day O’Connor became the first female Supreme Court Justice in 1981, Dr. Antonia Novello was named the first Hispanic U.S. Surgeon General in 1990, Colin Powell was named the first African-American Chair of the Joint Chiefs of Staff in 1989 and the first African-American Secretary of State in 2001, Nancy Pelosi became the
Helping Patients at Plainfield Healthcare Center

Plainfield Healthcare Center is an Indiana nursing home that cares for elderly women in frail health who live there full-time. Brenda Chaney, a black certified nurse’s aid (CNA) worked at the Center. Each day, the Center gave Brenda a sheet that assigned specific patients to her and she was responsible for attending to the needs of her patients along with any other CNAs assigned the same patients. Next to each patient’s name on the assignment sheet was an indication of the care they needed and various notes about each patient’s condition, special needs, or special requests. Marjorie Latshaw, a white elderly woman, was a patient who had lived at the Center for several months and who suspected she would live there until her death. Latshaw felt that since the Center was her home, she had a right to have things arranged as she would have arranged them for herself in the privacy of her own home. Indiana laws state that residents in nursing homes have a right to “choose a personal attending physician and other providers of services.” So when she was admitted to the nursing home, Latshaw insisted that she be attended only by white caretakers. The nursing home had a policy of honoring each resident’s requests so far as possible, and this included honoring their racial preferences in caretakers. Consequently, the daily assignment sheets that Chaney received each day indicated, next to Latshaw’s name, “Prefers No Black CNAs.” The managers of the nursing home were clear that this meant that all black CNAs were “banned” from assisting Latshaw or any other white patient that made a similar request. The managers of Plainfield Healthcare Center said that if they did not honor Latshaw’s requests, they would not be following Indiana state laws which said residents of nursing homes have the right to have access to the providers they choose, the right to privacy, and the right to bodily autonomy (i.e., the right to determine what is done to one’s body). Federal civil rights laws on equal employment opportunity normally overrule state laws, and federal civil rights laws prohibit employers from accommodating the discriminatory preferences of their customers. However, federal courts had ruled that those laws do not prohibit nursing homes from accommodating their patient’s privacy rights when patients asked that their providers be members of their own sex. Plainfield Healthcare Center’s managers decided that this same reasoning meant that a nursing home could accommodate its patients when they requested that their caretakers be of their own race.

Chaney was extremely upset by the policy of the nursing home, but because she feared being fired and needed the job, she went along with it. Although Latshaw was sometimes on her assignment sheet, she refrained from assisting her. Once when Latshaw fell to the ground, Chaney was forced to search the facility looking for a white nurse’s aid to help Latshaw get up, as she had insisted. Other white patients had also said they wanted only white CNAs to help them and also regularly rejected Chaney’s offers of assistance. These racially-based rejections of her offers to help humiliated and depressed Chaney and often reduced her to tears. Moreover, the policy seemed to encourage some of her white co-workers who had made racial slurs; one co-worker once called her a “black bitch” and another asked why the Center “keeps on hiring all of these black niggers? They’re not gonna stay anyway.” Another co-worker reminded her several times that she could not touch certain patients because she was black. But the managers of the Center immediately responded when Chaney complained by reprimanding the co-workers and the slurs stopped. Nevertheless, Chaney was fired when one of her co-workers alleged that she had used profanity while helping a patient, although another patient who witnessed the event denied the allegation and although Chaney’s supervisor pointed out she had never heard her use profanity at work.

1. Is it unethical for the managers of Plainfield Healthcare Center to honor their white patients’ requests to be helped only by members of their own race? Was Brenda Chaney subjected to a “hostile workplace” on the basis of her race? Did the managers of Plainfield Healthcare Center unethically discriminate against Chaney?

first female Speaker of the House of Representatives in 2007, and Sonia Sotomayor became the first Hispanic Supreme Court Justice in 2009. There are now several examples of female heads of large companies including: Meg Whitman, CEO of eBay; Anne Mulcahy, CEO of Xerox; Indra Nooyi, CEO of Pepsi; and Christina Gold, CEO of Western Union. And there are some examples of Hispanic heads of Fortune 500 companies: Antonio Perez, CEO of Kodak; Fernando Aquirre, CEO of Chiquita; Alvaro de Molina, CEO of GMAC; and William Perez, CEO of Wrigley. And the African Americans who likewise are heads of Fortune 500 companies include Kenneth Chenault, CEO of American Express; Clarence Otis, CEO of Darden Restaurants; Rodney O’Neal, CEO of Delphi; and John Thompson, CEO of Symantec. If the belief that discrimination is a thing of the past is correct—and it is at least challenged by the experiments described earlier, in which matched pairs of male and female or white and minority people applied for the same job—then there is not much point in discussing the issue of discrimination. But is it correct?

2 Discrimination: Its Extent

How do we determine whether an institution or a set of institutions is discriminating against a certain group? We do so by looking at statistical indicators of how the members of that group are being distributed within the institution. A prima facie indication of discrimination exists when a disproportionate number of the members of a certain group hold the less desirable positions within the institution despite their preferences and abilities. Looking at three kinds of comparisons can show whether such disproportionate distributions affect minorities or women today: (1) examining the average benefits our institutions bestow on minorities and females compared to the average benefits they bestow on other groups, (2) examining the proportion of minorities and women found in the lowest levels of the institutions compared to the proportions of other groups found at those levels, and (3) examining the proportions of women and minorities that hold the more advantageous positions in our institutions compared to the proportions of other groups in those positions. If we look at U.S. society in terms of these three kinds of comparisons, it becomes clear that some form of racial and sexual discrimination is present in U.S. institutions today.

Average Income Comparisons

Income comparisons provide the most revealing indications that some kind of sexual and racial discrimination takes place in our society. Although these comparisons do not imply that such discrimination is intentional, they do suggest it is at least institutionalized. If we compare the average total incomes of non-white U.S. families, for example, with the average total incomes of white American families, we see that white family incomes are substantially above those of non-whites, as Figure 1 indicates.

Contrary to a commonly held belief, the average family income gap between whites and minorities has not decreased, but has actually increased somewhat in absolute terms. Since 1970, even during periods when all incomes have increased, real minority family incomes have not caught up with white incomes. In 1975, as Figure 1 indicates, the average income for a black family was 63 percent of a white family’s average income and the average Hispanic family income was 67 percent of the average white family income; in 2008, the average black family’s income was still only 64 percent of the average white family’s income, while the average Hispanic family income had declined to 65 percent of the average high family income.
Comparisons of the incomes of individuals also reveal large inequalities based on sex and race. A comparison of average incomes for men and women shows that women receive only a portion of what men receive. One study found that firms employing mostly men paid their workers on average 40 percent more than those employing mostly women. The gap between the median earnings of men and the median earnings of women narrowed from 65 percent in 1968 to 77 percent in 2008 (the median earnings level for a group is the amount of earnings at which half of the people in the group have higher earnings, and half have lower earnings), but it took 40 years for women to make that 12 percent improvement. Moreover, as Figure 2 indicates, a comparison of 2008 men and women’s average earnings shows women earned only about 70 cents of average earnings for every dollar of average earnings of men (average earnings are the total earnings of a group divided by the number of people in the group). And some of the improvement in the ratio of female and male earnings has come about not as a result of declining discrimination, but as a result of declines in the average earnings of men due to an ongoing decline in the number of manufacturing jobs traditionally occupied by men.

As studies show, the disparities in earnings between men and women begin as soon as men and women graduate from college, contrary to the optimistic and legitimate hope held by each generation of graduating women that “our generation will be different.” A 2007 study by the American Association of University Women, for example, found that a year out of college, women were earning only 80 percent of what their
male colleagues earned, whether they had specialized in a female-dominated major such as education where they earned only 95 percent of what their male counterparts earned, or in a male-dominated major such as mathematics where they ended up earning only 75 percent of what their male colleagues earned. The study also found that ten years after graduation women had fallen even farther behind their male cohort, earning only 69 percent of what their male colleagues earned. This has been the case for decades. An early study in 1980—more than a decade and a half after our civil rights laws were enacted—of white men and women ages 21 to 22 found that although their qualifications had increased substantially relative to men’s, women’s starting salaries were 83 percent of men’s—an actual decline from 1970, when women of that age earned 86 percent of what men earned. In 2008, as Table 1 indicates, a young woman aged 18 to 24 who had just graduated from college with a bachelor’s degree got a job with an average salary of $34,898, whereas her male counterpart was given one with a salary of $44,656; a young woman aged 25 to 34 with a new master’s degree on average could expect to earn $56,715 whereas her male counterpart would be earning an average of $71,637. If she had a professional degree (such as a law degree or an MBA), she would earn an average of $78,765, whereas her male counterpart would earn an average of $109,109.

---

Figure 2
Source: Census Bureau, Historical Tables, Table P-39. Full-Time, Year-Round Workers by Mean Earnings and Sex: 1967 to 2008 (15 years old and over), and Table P-43. Full-Time, Year-Round Workers (Both Sexes Combined) by Median and Mean Earnings: 1974 to 2008 (15 years old and over).
As Table 2 shows, female college graduates over the course of their lives have lower average yearly earnings ($54,207) than male graduates ($81,975); in fact, the average earnings of a woman who has graduated with a master’s degree ($65,133) will be significantly less than the average earnings of a man with only an undergraduate bachelor’s degree ($81,975). The average earnings of a woman with a high school degree ($31,666) will not only be less than the average earnings of a man with a high school degree ($43,493), but she will even earn less than a man who never graduated from high school ($33,457).
The earning disparities between men and women extend to all occupations, as Table 3 indicates. In every major occupational group, women’s weekly earnings are only a portion of men’s, ranging from sales occupations where women earn only 66 percent of what men earn, to construction and mining in which the few women who work in those occupations earn 93 percent of what men earn.

Black and Hispanic minorities do not fare much better than females. Figure 2 above shows that both the earnings of blacks and Hispanics are consistently less than the earnings of whites. Since 1990, the average earnings of blacks have stayed at around 73 percent of the average earnings of whites. In fact, in 2008 the average earnings of blacks at 74 percent of the average earnings of whites had hardly moved from their 1990 level when they were 73 percent of the average earnings of whites. The average earnings of Hispanics have also failed to increase; they have remained at about 67 percent of the average earnings of whites since 1990.

Like the gap between the earnings of males and females, there is also a gap between the earnings of whites and minorities that education does not eradicate. As Table 2 above indicates, the earnings of a black person with a master’s graduate degree ($66,005) are significantly less than the earnings of a white person with an undergraduate degree ($72,938), and a black person with an associate college degree earns slightly less ($41,332) than a white person with a high school diploma ($41,545). Hispanics fare even worse; a Hispanic who graduates from high school earns only slightly more ($32,470) than his white counterpart ($31,557), and a male Hispanic who graduates from college earns much less ($56,470) than his white counterpart ($72,938).

### Lowest Income Group Comparisons

The lowest identified income group in the United States consists of those people whose annual income falls below the poverty level. In 2008, the poverty level was set at $22,025 for a family of four (by comparison, the average tuition, room, and board...
costs of attending a public or private 4-year college during the 2007–2008 school year was about $19,400, plus another $2,500 in books and miscellaneous, for a total of about $21,900.20 As Figure 3 indicates, the poverty rate among minorities has consistently been 2 to 3 times higher than among whites. This is not surprising, since, as we have seen, minorities have lower average incomes.

In view of the lower average incomes of women, it also comes as no surprise that families headed by single women fall below the poverty level at a much greater rate than families headed by single men. As Figure 4 indicates, families headed by single women are now more than twice as likely to be poor compared to families headed by single men. This is an improvement since, as Figure 4 also shows, until the late 1980s families headed by women were three times as likely to be poor as families headed by men. Although it has narrowed over the past several decades, the gap between the poverty rate of male-headed and female-headed families has persisted to the present day.

Figure 3

Source: U.S. Census Bureau, Historical Poverty Tables, Table 2. “Poverty Status of People by Family Relationship, Race, and Hispanic Origin: 1959 to 2008.”
The bottom income groups in the United States, then, are closely correlated with race and sex. In comparison with male-headed families, a larger number of female-headed families are poor. Similarly, black and Hispanic individuals are two to three times as likely to fall into poverty as white individuals.

Desirable Occupation Comparisons

The evidence of racial and sexual discrimination provided by the quantitative measures we have presented can be filled out somewhat qualitatively by looking at people’s occupations. For many decades, certain jobs have traditionally been thought of as “women’s jobs” because they are predominantly filled by females, such as secretaries (97% female), teachers’ assistants (92%), receptionists (92%), dental assistants (98%), child care workers (95%), and hairdressers (90%); while other jobs have been thought of as “men’s jobs” because they are predominantly

![Figure 4](https://mythinkinglab.com)

**Figure 4**


*Source: U.S. Census Bureau, Historical Poverty Tables, Table 4. “Poverty Status of Families, by Type of Family, Presence of Related Children, Race, and Hispanic Origin: 1959 to 2008.”*
filled by males such as mechanics (99% male), electrical power-line workers (99%), crane operators (99%), brick layers (100%), welders (96%), and roofers (99%). But salaries for the women’s jobs are noticeably lower (secretaries, $32,240; teachers’ assistants, $24,544; receptionists, $26,884; dental assistants, $27,716; child care workers, $19,084; hairdressers, $22,100) in comparison to the salaries for the men’s jobs (power line workers, $52,936; crane operators, $40,456; brick layers, $36,452; roofers, $31,200; welders, $35,100; mechanics, $34,684), although both sets of jobs require about the same amount of education and training. In fact, many of the more well-paying occupations tend to be “men’s jobs,” while many of the lower-paying occupations tend to be “women’s jobs.” As Table 4 suggests, the higher the proportion of women in an occupation, the lower the pay for that occupation tends to be. Although there are a large number of exceptions, (some of which occur in the Table) there is a fairly close negative correlation between the proportion of women in an occupation and the earnings level of that occupation: the more women in an occupation, the lower its earnings.21

<table>
<thead>
<tr>
<th>Occupation</th>
<th>Weekly Earnings</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child-care workers</td>
<td>$367</td>
<td>5%</td>
<td>95%</td>
</tr>
<tr>
<td>Receptionists</td>
<td>517</td>
<td>8</td>
<td>92</td>
</tr>
<tr>
<td>Bookkeepers</td>
<td>633</td>
<td>8</td>
<td>92</td>
</tr>
<tr>
<td>Licensed practical nurses</td>
<td>710</td>
<td>9</td>
<td>91</td>
</tr>
<tr>
<td>Legal assistants</td>
<td>846</td>
<td>14</td>
<td>86</td>
</tr>
<tr>
<td>Social workers</td>
<td>787</td>
<td>19</td>
<td>81</td>
</tr>
<tr>
<td>Clinical lab technicians</td>
<td>829</td>
<td>25</td>
<td>75</td>
</tr>
<tr>
<td>Tax collectors</td>
<td>922</td>
<td>26</td>
<td>74</td>
</tr>
<tr>
<td>Human resources managers</td>
<td>1234</td>
<td>33</td>
<td>67</td>
</tr>
<tr>
<td>Accountants</td>
<td>1003</td>
<td>38</td>
<td>62</td>
</tr>
<tr>
<td>High school teachers</td>
<td>1169</td>
<td>45</td>
<td>55</td>
</tr>
<tr>
<td>College teachers</td>
<td>1169</td>
<td>51</td>
<td>49</td>
</tr>
<tr>
<td>Artists</td>
<td>1085</td>
<td>54</td>
<td>46</td>
</tr>
<tr>
<td>Management analysts</td>
<td>1247</td>
<td>57</td>
<td>43</td>
</tr>
<tr>
<td>Marketing managers</td>
<td>1330</td>
<td>57</td>
<td>43</td>
</tr>
<tr>
<td>Producers and Directors</td>
<td>1070</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>Lawyers</td>
<td>1757</td>
<td>68</td>
<td>32</td>
</tr>
<tr>
<td>Physicians</td>
<td>1738</td>
<td>68</td>
<td>32</td>
</tr>
<tr>
<td>Computer systems analysts</td>
<td>1245</td>
<td>73</td>
<td>27</td>
</tr>
<tr>
<td>Chief executives</td>
<td>1916</td>
<td>75</td>
<td>25</td>
</tr>
<tr>
<td>Computer software engineers</td>
<td>1493</td>
<td>80</td>
<td>20</td>
</tr>
<tr>
<td>Aerospace engineers</td>
<td>1488</td>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td>Electrical engineers</td>
<td>1502</td>
<td>91</td>
<td>9</td>
</tr>
<tr>
<td>Engineering managers</td>
<td>1773</td>
<td>92</td>
<td>8</td>
</tr>
<tr>
<td>Airplane pilots</td>
<td>1650</td>
<td>95</td>
<td>5</td>
</tr>
</tbody>
</table>

Studies also indicate that, despite two decades of women entering the workforce in record numbers, women managers still are not being promoted from middle-management positions into senior or top-management positions, because they encounter an impenetrable “glass ceiling” through which they may “look but not enter.”22 Consequently, although many women have moved into middle-management positions in recent years, all but a very few have been blocked from entering the top-paying executive positions. Blacks and Hispanics are in a similar situation. We noted above that there are women and minorities serving as CEOs of large companies, but their number is minuscule. As of 2009, only 12 (2.4 percent) of the Fortune 500 companies had women as president or chief executive officer, only 5 (1 percent) of the Fortune 500 companies had black CEOs, and only 7 (1.4 percent) had Hispanic CEOs.

The fact that women and minorities end up in positions that earn less than white males is not explainable in terms of the lower educational levels of minorities and women.23 If we return to Table 2 above, we see that in 2008, the average full-time, year-round working male who graduated junior college earned $54,830—more than the $54,207 earned by a similar female who graduated from a four-year college. The same year, a white, full-time, year-round worker who attended high school but never graduated made $33,995, more than the $33,410 earned by a black, full-time, year-round worker who likewise attended high school but graduated; and whereas a white worker with a college degree made $72,938, a black worker with both a college and a graduate master’s degree made only $66,005 (Table 2).

Nor can the large disparities in earnings between white males and women or minorities be wholly accounted for by the preferences or qualifications of the two latter groups.24 It is sometimes suggested that women voluntarily choose to work in those jobs that have relatively low pay and low prestige. It is suggested, for example, that women believe only certain jobs (such as secretary or kindergarten teacher) are appropriate for women, that many women choose courses of study that suit them only for such jobs, that many women choose those jobs because they plan to raise children and these jobs are relatively easy to leave and reenter, that many women choose these jobs because they have limited demands and allow them time to raise children, and that many women defer to the demands of their husbands’ careers and choose to forgo developing their own careers. Although choice plays some role in pay differentials, however, researchers who have studied the differences in earnings between men and women have all concluded that the wage differences between men and women and between whites and minorities cannot be accounted for simply on the basis of such factors. One study found that only half of the earnings gap between men and women might be accounted for by women’s choices, whereas other studies have found it could account for somewhat more or somewhat less.25

All studies, however, have demonstrated that only a portion of the gap can be accounted for on the basis of male and female differences in education, work experience, work continuity, self-imposed work restrictions, and absenteeism.26 These studies show that, even after taking such differences into account, a gap between the earnings of men and women remains that can only be accounted for by discrimination in the labor market. A report of the National Academy of Sciences concluded that “about 35 to 40 percent of the disparity in average earnings is due to sex segregation because women are essentially steered into lower-paying ‘women’s jobs.’”27 Some studies have shown that perhaps only one-tenth of the wage differences between men and women can be accounted for by differences in their personalities and tastes.28 Similar studies have shown that half of the earning differences between white and minority workers cannot be accounted for by differences of work history, on-the-job training, absenteeism, or self-imposed restrictions on work hours and location.29 A 2007 study arrived at the conclusion that although “discrimination cannot be measured directly” because

---

**Quick Review 5**

**Discrimination in the United States**

- Gap between average family incomes of whites and minorities has not decreased.
- Gaps between average incomes and median earnings of men and women have decreased but are still large; women earn less than less-educated men; women earn less in every occupational group.
- Gaps between the average earnings of minorities and of whites have hardly narrowed; minorities earn less than less-educated whites; percent of minorities in poverty is 2 to 3 times the white percentage.
- Poverty rate of families headed by women is twice that of male-headed families.
- Salaries of “women’s jobs” are significantly lower than “men’s jobs.”
- Top-paying executive positions are filled by men; a “glass ceiling” stops women.
- The earnings gaps are not explained by education, career choices, preferences, work history, training, or absenteeism.
“it is illegal,” nevertheless “one way to discover discrimination is to eliminate other explanations for the pay gap” between men and women. After all, “the ‘explanations’ for the pay gap [between men and women] are included” in a statistical analysis, the study concludes, “they cannot fully explain the pay disparity” and so “while discrimination cannot be measured directly, it is reasonable to assume that this pay gap is the product of gender discrimination.”

Several trends that emerged toward the end of the twentieth century have increased the difficulties facing women and minorities in job markets. To begin with, most new workers now entering the labor force are not white males, but women and minorities. Although two decades ago white males held the largest share of the job market, by the beginning of the twenty-first century, white males were only 15 percent of the new workers entering the labor force. Three-fifths of new workers were women—a trend created by sheer economic necessity as well as cultural redefinitions of the role of women. Native minorities and immigrants now make up some 40 percent of all new workers.

This large influx of women and minorities has encountered major difficulties in the job market. First, as we mentioned, cultural stereotypes, prejudice, and conscious and unconscious biases steer a sizable proportion of women into traditionally “female jobs” that pay less than traditionally “male jobs.”

Second, as women advance in their careers, they encounter barriers (like the so-called glass ceiling) when attempting to advance into highest-paying, top management positions. As Table 4 indicates, men predominantly take the highest-paying jobs. Surveys have found that over 90 percent of newly promoted corporation chairs, presidents, and vice presidents are men. In fact, some studies have suggested that the percentage of women being promoted to the top corporate level is declining. In 2005, the percentage of corporate officers who were women in Fortune 500 companies peaked at 16.4 percent and by 2009, had declined to 15.7 percent.

Third, married women who want children, unlike married men who want children, currently encounter major difficulties in their career advancement. One survey found that 52 percent of the few married women who were promoted to vice president remained childless, whereas only 7 percent of the married men had no children. Another survey found that during the 10 years following their college graduation, 54 percent of those women who had made significant advances up the corporate ladder had done so by remaining childless. Several studies have found that women with professional careers are 6 times more likely than their husbands to be the one who stays home with a sick child; even women at the level of corporate vice president report that they must carry a greater share of such burdens than their husbands.

The large numbers of minorities entering the workforce also encounter significant disadvantages. As these large waves of minorities hit the labor market, they find that most of the well-paying jobs awaiting them require greater skills and education than they have. Of all the new jobs that have been created during the past two decades, more than half require some education beyond high school and almost a third require a college degree. Among the fastest-growing fields are professions with extremely high education requirements, such as technicians, engineers, social scientists, lawyers, mathematicians, scientists, and health professionals. In contrast, jobs that require relatively low levels of education and skills, such as machine tenders and operators, blue-collar supervisors, assemblers, hand workers, miners, and farmers, have actually been declining in number. Even many jobs that require relatively low levels of skill now have tough requirements: Secretaries, clerks, and cashiers need the ability to read and write clearly, understand directions, and use computers; assembly-line workers are being required to learn statistical process control methods employing basic algebra and statistics. Thus, most good new jobs demand more education and higher levels of language, math, and reasoning skills.
Unfortunately, minorities are currently the least advantaged in terms of skill levels and education. Studies have shown that only about three-fifths of whites, two-fifths of Hispanics, and one-fourth of blacks could find information in a news article or almanac; only 25 percent of whites, 7 percent of Hispanics, and 3 percent of blacks could interpret a bus schedule; and only 44 percent of whites, 20 percent of Hispanics, and 8 percent of blacks could figure out the change they were owed from buying two items. While the skill levels of whites in general are not very high, those of blacks and Hispanics are even lower. Minorities are also much more disadvantaged in terms of education. In 2007, when 89 percent of all white adults had graduated from high school, only 80 percent of blacks, and 60 percent of Hispanics had graduated from high school. That same year, 30 percent of whites had graduated from college, but only 17 percent of blacks and 12 percent of Hispanics had graduated from college. Some studies have indicated that because official statistics do not accurately count all students who drop out of school, real graduation rates are much lower. Thus, although future new jobs will require increasing levels of skills and education, minorities are falling behind whites in their educational levels.

Working women, especially, face another troubling issue in the workplace (although as we will see, some men are also forced to deal with this issue). Forty-two percent of all women working for the federal government report that they experienced some form of uninvited and unwanted sexual attention, ranging from sexual remarks to attempted rape or assault. Women working as executives, prison guards, and even rabbis have reported being sexually harassed. Victims of verbal or physical forms of sexual harassment were most likely to be single or divorced, between the ages of 20 and 44, have some college education, and work in a predominantly male environment or for a male supervisor. An early study of sexual harassment in business found that 10 percent of 7,000 people surveyed reported that they had heard of or observed a situation in their organizations as extreme as: “Mr. X has asked me to have sex with him. I refused, but now I learn that he’s given me a poor evaluation….” A federal court vividly described the injuries that sexual harassment can inflict on a person: Cheryl Mathis’s relationship with Mr. Sanders began on terms she described as good, but it later became clear that Sanders sought some kind of personal relationship with her. Whenever Mathis was in his office he wanted the door to outside offices closed, and he began discussing very personal matters with her, such as the lack of a sexual relationship with his wife. He then began bombarding her with unwelcome invitations for drinks, lunch, dinner, breakfast, and asking himself to her house. Mathis made it clear that she was not interested in a personal relationship with her married boss…. Sanders also commented on Mathis’s appearance, making lewd references to parts of her body. As Mathis rejected Sanders’s advances, he would become belligerent. By the spring of 1983 Mathis began to suffer from severe bouts of trembling and crying which became progressively worse and eventually caused her to be hospitalized on two separate occasions, once for a week in June, 1983, and again in July for a few days. During this entire summer Mathis remained out on sick leave, not returning to work until September, 1983…. As soon as she returned to work, Sanders’s harassment resumed…. and once again she was forced to seek medical help and did not work…. The harassment not only tormented…. Mathis, it created hostility between her and other members of the department who apparently resented the plaintiff’s familiarity with Sanders.

Every year thousands of complaints of sexual harassment are filed with the Equal Employment Opportunity Commission (EEOC), a national (federal) government
agency established in 1964 to enforce our federal civil rights laws. Thousands of other complaints are lodged with state civil rights commissions that enforce state civil rights laws. While the great majority of these complaints are filed by women, an increasing number are being filed by men who find themselves being forced to endure sexual advances they do not want. In 2009, about 16 percent of the 12,700 claims filed with the EEOC were filed by men.

The various statistical comparisons that we have examined, together with the extensive research showing that these differences are not due in any simple way to differences in the preferences or qualifications of women and minorities, strongly suggest that many business organizations still harbor some degree of probably unintentional yet institutionalized discrimination, much of it no doubt a relic of the past. Whether we compare average incomes, representation in the highest economic positions, or representation in the lowest economic positions, it turns out that women and minorities do not yet have opportunities equal to those of white males, even if during the last 30 years the racial and sexual gaps have somewhat narrowed. Moreover, a number of troubling trends indicate that, unless we change the way we hire and promote people in our organizations, the situation for minorities and women will not improve.

It is important to recognize that finding that our institutions as a whole still embody a degree of unintentional but institutionalized discrimination does not show that any particular business organization is discriminatory. To find out whether a particular firm is perhaps unconsciously engaging in discriminatory behavior, we would have to make the same sorts of comparisons among the various employment levels of the firm that we made earlier among the various economic and occupational levels of U.S. society as a whole. To facilitate such comparisons within firms, employers today are required to report to the government the number of minorities and women their firm employs in each of nine categories: officials and managers, professionals, technicians, sales workers, office and clerical workers, skilled craftworkers, semiskilled operatives, unskilled laborers, and service workers.

3 Discrimination: Utility, Rights, and Justice

Given the statistics on the comparative incomes and low-status positions of minorities and women in the United States, the question we must ask ourselves is this: Are these inequalities wrong, and if so, how should businesses and managers deal with them? To be sure, these inequalities directly contradict the fundamental principles on which the United States was founded: “We hold these truths to be self-evident: that all men are created equal and endowed by their creator with certain inalienable rights.” However, historically we have often tolerated large discrepancies between these ideals and reality. The ancestors of most black Americans living today, for example, were brought to this country as slaves, treated like cattle, and lived out their lives in bondage, despite our ideals of equality. As the personal property of a white owner, blacks prior to the Civil War were not recognized as people and consequently had no legal powers, and no claims on their bodies or their labors. They were regarded by the U.S. Supreme Court in its 1857 Dred Scott decision as “beings of an inferior order…and so far inferior that they had no rights that the White man was bound to respect.” Women were treated almost in a similar way. Through much of the nineteenth century, women could not hold office, could not vote, could not serve on juries, nor bring suit in their own names. A married woman lost control over her property (which was acquired by her husband), she was considered incapable of making binding contracts, and, in an important 1873 decision (Bradwell v. Illinois), a married woman was declared by the U.S. Supreme Court to have “no legal existence, separate from her husband, who was regarded as her head and
representative in the social state.” Why are these forms of inequality wrong? Why is it wrong to discriminate?

The arguments mustered against discrimination generally fall into three groups: (1) utilitarian arguments, which claim that discrimination leads to an inefficient use of human resources; (2) rights arguments, which claim that discrimination violates basic human rights; and (3) justice arguments, which claim that discrimination results in an unjust distribution of society’s benefits and burdens.

Utilitarian Arguments

The standard utilitarian argument against racial and sexual discrimination is based on the idea that a society’s productivity will be optimized to the extent that jobs are awarded on the basis of competency (or “merit”). Different jobs, the argument goes, require different skills and personality traits if they are to be carried out in as productive a manner as possible. Furthermore, different people have different skills and personality traits. Consequently, to ensure that jobs are maximally productive, they must be assigned to those individuals whose skills and personality traits qualify them as the most competent for the job. Insofar as jobs are assigned to individuals on the basis of other criteria unrelated to competency, productivity must necessarily decline. Discriminating among job applicants on the basis of race, sex, religion, or other characteristics unrelated to job performance is necessarily inefficient and, therefore, contrary to utilitarian principles.

Utilitarian arguments of this sort, however, have encountered two kinds of objections. First, if the argument is correct, then jobs should be assigned on the basis of job-related qualifications only so long as such assignments will advance the public welfare. If, in a certain situation, the public welfare would be advanced to a greater degree by assigning jobs on the basis of some factor not related to job performance, then the utilitarian would have to hold that in those situations jobs should not be assigned on the basis of job-related qualifications, but on the basis of that other factor. For example, if society’s welfare would be promoted more by assigning certain jobs on the basis of need (or sex or race) instead of on the basis of job qualifications, then the utilitarian would have to concede that need (or sex or race), and not job qualifications, is the proper basis for assigning those jobs.

Second, the utilitarian argument must also answer the charge of opponents who hold that society as a whole may benefit from some forms of sexual discrimination. Opponents might claim, for example, that society will function most efficiently if one sex is socialized into acquiring the personality traits required for raising a family (non-aggressive, cooperative, caring, submissive, etc.) and the other sex is socialized into acquiring the personality traits required for earning a living (aggressive, competitive, assertive, independent). One might hold that one sex ends up with the traits suited for raising a family as a result of its inborn biological nature, whereas the other sex ends up with the traits suited for earning a living as a result of its own biology. In either case, whether sexual differences are acquired or natural, one might argue that jobs that call for one set of sexually based traits rather than another should be assigned on the basis of sex because placing people in jobs that suit their personality traits promotes society’s welfare.

The utilitarian argument against discrimination has been attacked on several fronts. None of these attacks, however, seems to have defeated its proponents. Utilitarians have countered that using factors other than job-related qualifications never provides greater benefits than the use of job-related qualifications. Moreover, they claim, studies have demonstrated that there are few, or no, morally significant differences between the sexes.
THE ETHICS OF JOB DISCRIMINATION

Rights-based Arguments

Nonutilitarian arguments against racial and sexual discrimination may take the
approach that discrimination is wrong because it violates a person’s basic moral
rights. Kantian theory, for example, holds that human beings should be treated
as ends and never used merely as means. At a minimum, this principle means that
each individual has a moral right to be treated as a free person equal to any other
person and that all individuals have a correlative moral duty to treat each individual
as a free and equal person. Discriminatory practices violate the principle in two
ways. First, discrimination is based on the belief that one group is inferior to other
groups, that blacks, for example, are less competent or less worthy of respect than
whites or perhaps that women are less competent or worthy of respect than men.
Racial and sexual discrimination, for instance, may be based on stereotypes that see
minorities as “lazy” or “shiftless” and see women as “emotional” and “weak.” Such
degrading stereotypes undermine the self-esteem of those groups against whom the
stereotypes are directed and thereby, violate their right to be treated as equals. Sec-
ond, discrimination places the members of groups that are discriminated against in
lower social and economic positions: Women and minorities have fewer job op-
portunities and are given lower salaries. Again, the right to be treated as a free and
equal person is violated.

A group of Kantian arguments, related to those mentioned, holds that dis-
crimination is wrong because the person who discriminates would not want to see
his or her behavior universalized. In particular, the person would not want to be
discriminated against on the basis of characteristics that have nothing whatever to
do with the person’s own ability to perform a given job. Because the person who dis-
criminates would not want to see his or her own behavior universalized, according to
Kant’s first categorical imperative, it is morally wrong for that person to discriminate
against others.

Justice-based Arguments

A second group of nonutilitarian arguments against discrimination views it as a
violation of the principles of justice. For example, John Rawls argued that among
the principles of justice that the enlightened parties to the “original position” would
choose for themselves is the principle of equal opportunity: “Social and economic
inequalities are to be arranged so that they are attached to offices and positions open
to all under conditions of fair equality of opportunity.” Discrimination violates this
principle by arbitrarily closing off to minorities and women the more desirable posi-
tions in an institution, thereby not giving them an opportunity equal to that of oth-
ers. Arbitrarily giving some individuals less of an opportunity to compete for jobs
than others is unjust, according to Rawls.

Another approach to the morality of discrimination that also views it as a form of
injustice is based on the formal principle of equality: Individuals who are equal in all
respects relevant to the kind of treatment in question should be treated equally even
if they are dissimilar in other, nonrelevant respects. To many people this principle is
the defining feature of justice. Discrimination in employment is wrong because it
violates the basic principle of justice by differentiating between people on the basis
of characteristics (race or sex) that are not relevant to the tasks they must perform. A
major problem faced by this kind of argument against discrimination, however, is that
of defining precisely what counts as a relevant respect for treating people differently
and explaining why race and sex are not relevant, whereas something like intelligence
or war service may be counted as relevant.
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Arguments Against Discrimination

- Utilitarian: Discrimination leads to inefficient use of human resources, but
  opponents reply that some forms of discrimination may actually benefit
  society.
- Rights-based: Discrimination violates basic human rights by holding minorities
  and women as “inferior,” assigning them lower social and economic
  positions; discrimination cannot be universalized.
- Justice-based: Discrimination results in unjust distributions of benefits and burdens
  according to John Rawls, and it violates the formal principle of equality by
  differentiating between people on the basis of characteristics that are not relevant to job
  performance.

principle of equality

Individuals who are equal in all respects relevant to the kind of treatment in question should be treated equally even if they
are dissimilar in other, nonrelevant respects.
THE ETHICS OF JOB DISCRIMINATION

Discriminatory Practices

Regardless of the problems inherent in some of the arguments against discrimination, it is clear that there are strong reasons for holding that discrimination is wrong. It is consequently understandable that our laws have gradually been changed to conform to these moral requirements and that there has been a growing recognition of the various ways in which discrimination in employment occurs. Among the practices now widely recognized as having discriminatory outcomes and so as practices that business managers should strive to remove to ensure their companies are not engaged in discrimination are the following:

Recruitment Practices Firms that rely solely on the word-of-mouth referrals of present employees to recruit new workers tend to recruit only from those racial and sexual groups that are already represented in their labor force. When a firm’s labor force is composed of only white males, this recruitment policy will tend to discriminate against minorities and women. Also, when desirable job positions are only advertised in media (or by job-referral agencies) that are not used by minorities or women (such as in English newspapers not read by Spanish-speaking minorities) or are classified as for men only, recruitment will also be discriminatory.

Screening Practices Job qualifications are discriminatory when they are not relevant to the job to be performed (e.g., requiring a high school diploma or a credential for an essentially manual task in places where minorities statistically have had high secondary school dropout rates). Aptitude or intelligence tests used to screen applicants become discriminatory when they serve to disqualify members from minority cultures who are unfamiliar with the language, concepts, and social situations used in the tests, but who are in fact fully qualified for the job. Job interviews are discriminatory if the interviewer routinely disqualifies women and minorities by relying on sexual or racial stereotypes. These stereotypes may include assumptions about the sort of occupations “proper” for women, the sort of work and time burdens that may fittingly be “imposed” on women, the ability of a woman or minority person to maintain “commitment” to a job, the propriety of putting women in “male” environments, the assumed effects women or minorities would have on employee morale or on customers, and the extent to which women or minorities are assumed to have personality and aptitude traits that make them unsuitable for a job. Such generalizations about women or minorities are not only discriminatory, they are also false.

Promotion Practices Promotion, job progression, and transfer practices have discriminatory outcomes when employers place white males on job tracks separate from those open to women and minorities. Seniority systems will be discriminatory if past discrimination has eliminated minorities and women from the higher, more senior positions on the advancement ladder. To rectify the situation, individuals who have specifically suffered from discrimination in seniority systems should be given their rightful place in the seniority system and provided with whatever training is necessary for them to have. Also, when promotions rely on the subjective recommendations of immediate supervisors, promotion policy will tend to be discriminatory to the extent that supervisors rely on racial or sexual stereotypes. Supervisors should be trained to recognize such unconscious stereotypes and, where needed, be given targets or benchmarks by which they can assess whether their practices are having discriminatory outcomes.
Conditions of Employment  Wages and salaries are discriminatory to the extent that equal wages and salaries are not given to people who are doing essentially the same work. If past discrimination or present cultural traditions result in some job classifications being disproportionately filled with women or minorities (such as secretarial, clerical, or part-time positions), steps should be taken to make their compensation and benefits comparable to those of other classifications. All job classifications should periodically be examined to make sure that compensation is not influenced by stereotypes, assumptions, or biases that result in women or minorities receiving generally lower compensation levels.

Discharge  Firing an employee on the basis of race or sex is a clear form of discrimination. Less blatant but still discriminatory are layoff policies that rely on a seniority system in which women and minorities have the lowest seniority because of past discrimination and so are last to be considered for promotion and first to be considered for layoffs. The records of women and minorities should periodically be examined to ensure that past discrimination has not resulted in disadvantages—such as low seniority—that make them more vulnerable to layoffs, and if necessary they should be moved upward in rankings so that they will not be as vulnerable.

Sexual Harassment

Women, as noted earlier, are victims of a particularly troublesome kind of discrimination that is both overt and coercive: They are subjected to sexual harassment. Although males are also subjected to some instances of sexual harassment, it is women who are by far the most frequent victims. For all its acknowledged frequency, sexual harassment still remains difficult to define and to police and prevent. In 1978, the Equal Employment Opportunity Commission (EEOC) published a set of “guidelines” defining sexual harassment and setting out what, in its view, was prohibited by the law. In their current form, the guidelines state:

Unwelcome sexual advances, requests for sexual favors and other verbal or physical contact of a sexual nature constitute sexual harassment when (1) submission to such conduct is made either explicitly or implicitly a term or condition of an individual’s employment, (2) submission to or rejection of such conduct by an individual is used as the basis for employment decisions affecting such individual, or (3) such conduct has the purpose or effect of unreasonably interfering with an individual’s work performance or creating an intimidating, hostile or offensive working environment.

The guidelines go on to prohibit sexual harassment and explain that an employer is responsible for all sexual harassment engaged in by employees, “regardless of whether the employer knew” the harassment was occurring and regardless of whether it was “forbidden by the employer.”

In several major respects, the guidelines are clearly morally justified. They are intended to outlaw those situations in which an employee is coerced into giving in to another employee’s sexual demands by the threat of losing some significant job benefit, such as a promotion, raise, or even the job. This kind of degrading coercion exerted on employees who are vulnerable and defenseless inflicts great psychological harms on the employee, violates the employee’s most basic rights to freedom and dignity, and is an outrageously unjust misuse of the unequal power that an employer
Old Dominion Freight Line is a trucking company that hires two kinds of drivers. “Line Haul” drivers drive long distances and spend nights and weekends on the road. “Pickup and Delivery” drivers only drive locally and stay home, but they have to carry and stack heavy loads so their job is more physically demanding. Out of 3,100 Pickup and Delivery drivers in the company, only five were women. Deborah Merritt worked for six years as a Line Haul driver, making long trips across the United States, sometimes driving over five hundred miles a day. Still, she never complained and did her job well. But Merritt wanted a Pickup and Delivery job so she would not have to spend time away from home. To show she could do the job, she filled in for Pickup and Delivery drivers when needed. Her supervisor said Merritt did a good job on Pickup and Delivery and several clients complimented her work. When a full-time Pickup and Delivery job finally was available, Merritt told Bobby Howard, her Lynchburg, Virginia terminal manager, that she wanted the job. Howard said he did not have the authority to fill the position. But later, he in fact hired someone else to take the job: a male driver with less truck-driving experience. Merritt did not complain however. A year later, a Pickup and Delivery job became available again. Again, Howard hired a less-experienced male driver. When Merritt asked why he passed her over twice, Howard said it “had been discussed and it was decided that they could not let a woman have that position.” He pointed out that “the company did not really have women… [Pickup and Delivery] drivers.” An Old Dominion driver put it simply: “We don’t have no females.” Howard also told her that Old Dominion’s Regional Vice President “was afraid [a female] would get hurt” and “didn’t think a girl should have that position.” An operations manager agreed, saying “this is not a woman’s place.”

Another year passed and a Pickup and Delivery job again became available. This time the company gave the position to Merritt, but told her that she would be on probation for ninety days and she would lose the job if she had any performance problems. No male drivers had ever been required to go through a probation period. Merritt worked as a Pickup and Delivery driver for ninety days, and had no problems carrying freight or doing anything else required of the position. But seven months later, she injured her ankle while moving boxes. Her doctor said she could not do Pickup and Delivery until it healed. Three months later, Merritt’s ankle was well and her doctor told her “nothing…prevented her from performing her duties as a Pickup and Delivery driver…. [Her ankle was] as well, if not better,… than before her injury.” So Merritt asked to have her Pickup and Delivery job back. But Brian Stoddard, Vice President of Safety and Personnel said that she first had to take a “physical ability test” that would evaluate her strength, agility, and cardiovascular endurance and have her perform the tasks of a Pickup and Delivery driver. Merritt did not pass the test; but the test had been used only rarely and only when hiring new people. If male employees were injured while on the job, Stoddard admitted, he was “not necessarily going to send them for a [physical fitness] test.” Moreover, Merritt said, she could obviously do the job since she did it for seven months and filled in for other drivers even longer. Nevertheless, Stoddard fired her because of her “inability to perform [the] job” as indicated by the test and later replaced her with a male driver.

1. Was the fact that Deborah Merritt did not pass the physical ability test sufficient justification for firing her? Did Old Dominion Freight Line discriminate unjustly against Merritt? If you think firing her was unjust discrimination, then was it individual or institutionalized discrimination? Explain your answers.

can exercise over the employee. It is thus a crude violation of the moral standards of utilitarianism, rights, justice, and care.

However, several aspects of these guidelines merit further discussion. First, the guidelines prohibit more than particular acts of harassment. In addition to prohibiting harassing acts, they also prohibit conduct that “creates” an “intimidating, hostile or offensive working environment.” That means that an employer is guilty of sexual harassment when the employer allows an environment that is hostile or offensive to women even in the absence of any particular incidents of sexual harassment. This raises some difficult questions. If the mechanics in a garage are accustomed to placing pin-ups in their place of work and are accustomed to recounting off-color jokes and using off-color language, are they guilty of creating an environment that is “hostile and offensive” to a female coworker? In a well-known case, for example, a federal court described the following real situation:

For seven years the [female] plaintiff worked at Osceola as the sole woman in a salaried management position. In common work areas [she] and other female employees were exposed daily to displays of nude or partially clad women belonging to a number of male employees at Osceola. One poster, which remained on the wall for eight years, showed a prone woman who had a gold ball on her breasts with a man standing over her, golf club in hand, yelling “Fore!” And one desk plaque declared “Even male chauvinist pigs need love…” In addition, Computer Division Supervisor Dough Henry regularly spewed anti-female obscenity. Henry routinely referred to women as “whores,” “cunt,” “pussy,” and “tits….” Of plaintiff, Henry specifically remarked, “All that bitch needs is a good lay” and called her “fat ass.”

Should this kind of situation count as the kind of “intimidating, hostile, or offensive working environment” that the guidelines prohibit as sexual harassment? The answer to this legal question is unclear, and different courts have taken different positions on the question. But a different question and one that is more relevant to our inquiry is this: Is it morally wrong to create or allow this kind of environment? The answer to this question seems in general to be “yes” because such an environment is degrading, it is usually imposed by more powerful male parties upon more vulnerable female employees, and it imposes heavy costs on women because such environments tend to belittle them and make it more difficult for them to compete with males as equals.

Nevertheless, some critics object that these kinds of environments were not created to intentionally degrade women, but that they are part of the “social mores of [male] American workers,” that it is hopeless to try to change them, and that they do not unjustly harm women because women have the power to take care of themselves. A Forbes magazine article, for example, asked rhetorically, “Can women really think they have the right to a pristine work environment free of rude behavior?” Such sentiments are indicative of the uncertainties surrounding this issue.

A second important point to note is that the guidelines indicate that “verbal or physical contact of a sexual nature” constitutes sexual harassment when it has the “effect of unreasonably interfering with an individual’s work performance.” Many critics have argued that this means that what counts as sexual harassment depends on the purely subjective judgments of the victim. According to the
guidelines, verbal contacts—presumably conversations—of a sexual nature count as prohibited sexual harassment when they “unreasonably” interfere with work performance. But sexual conversations that are “unreasonable” interferences to one person, critics claim, may be well within reasonable limits to another person because people’s tolerance, even enjoyment, of sexual conversations differs. What one person believes is innocent innuendo, flirting, or an enjoyable sexual joke may be taken by another as an offensive and debilitating “come-on.” The critics claim that a person who, in all innocence, makes a comment that is taken wrongly by another person may find himself the target of a sexual harassment complaint. However, supporters of the guidelines reply that our law courts are well experienced with defining what is reasonable in the more or less objective terms of what an average competent adult would feel to be reasonable, so this concept should present no major difficulties. Critics, however, have countered that this still leaves open the question of whether the guidelines should prohibit sexual conversations that the average woman would find unreasonable or that the average man would find unreasonable—two standards, they claim, that would have drastically different implications.

A more fundamental objection to the prohibition of “verbal conduct” that creates an “intimidating, hostile, or offensive working environment” is that these kinds of prohibitions in effect violate people’s right to free speech. This objection is frequently made on university campuses, where prohibitions of speech that creates a hostile or offensive environment for women or minorities are not unusual and where such prohibitions are generally characterized as requiring “politically correct speech.” Students and faculty alike have objected that free speech must be preserved on university campuses because truth is found only through the free discussion and examination of all opinions, no matter how offensive, and truth is the objective of the university. Similar claims cannot usually be made about a business corporation, of course, because its objective is not the attainment of truth through the free discussion and examination of all opinions. Nevertheless, it can be argued that employees and employers have a right to free speech and that prohibitions of speech that create an environment that some feel to be offensive are wrong even in corporate contexts because such prohibitions violate this basic right. The reader will have to decide whether such arguments have much merit.

A third important feature of the guidelines to note is that an employer is guilty of sexual harassment even if the employer did not know and could not have been expected to know that it was going on and even if the employer had explicitly forbidden it. This violates the common moral norm that people cannot be held morally responsible for something of which they had no knowledge and which they had tried to prevent. Many people have suggested that the guidelines are deficient on this point. However, supporters reply that the guidelines are morally justified from a utilitarian point of view for two reasons. First, over the long run, they provide a strong incentive for employers to take steps that will guarantee that the harm of sexual harassment is eradicated from their companies, even in those areas of the company of which they usually have little knowledge. Moreover, the harms inflicted by sexual harassment are so devastating that any costs imposed by such steps will be balanced by the benefits. Second, the guidelines in effect internalize the costs of sexual harassment so that competitive market mechanisms can deal with them efficiently. The guidelines are also just, supporters claim, because
the employer is usually better able to absorb the costs of sexual harassment than the innocent injured employee who would otherwise have to suffer the losses of harassment alone.

**Beyond Race and Sex: Other Groups**

Are there other groups that deserve protection from discrimination? The Age Discrimination in Employment Act of 1967 prohibited discriminating against older workers merely because of their age, until they reached age 65. This Act was modified in 1978 to prohibit age discrimination until workers reach age 70. On October 17, 1986, new legislation was enacted prohibiting forced retirement at any specific age. Thus, in theory, older workers are protected against discrimination by federal laws. The disabled are also now protected by the Americans with Disabilities Act of 1990, which bars discrimination on the basis of disability and which requires that employers make reasonable accommodation for their disabled employees and customers. Nevertheless, because of widespread stereotypes about the abilities and capacities of older workers and the disabled, subtle and overt discrimination against these groups continues to pervade the United States.

Although older and disabled workers at least have some legal protections against discrimination, such protections are rare for workers with unusual sexual preferences. There are no federal laws that prohibit discrimination on the basis of sexual orientation, and only a few states and some cities have laws prohibiting discrimination against gays or transsexuals. A court held, for example, that Liberty Mutual Insurance Company was not acting illegally when it refused to hire a male merely on the grounds that he was “effeminate,” and a court also cleared Budget Marketing, Inc., of acting illegally when that company fired a male who began to dress as a female prior to a sex-change operation.

Although it is illegal to do so, many companies have found reasons to fire or cancel the health benefits of workers found to have the virus for acquired immune deficiency syndrome (AIDS). The Centers for Disease Control (CDC) reports that in 2002 some 384,906 persons were living with AIDS in the United States and an additional 144,129 had been diagnosed with HIV that had not yet developed into AIDS. Only a portion of these were suffering symptoms or debilitation that affected their ability to perform well on the job. Several court decisions have held that AIDS qualifies as a “handicap” (under the federal Vocational Rehabilitation Act of 1973 and, more recently, under the Americans with Disabilities Act), and federal law prohibits federal contractors, subcontractors, or employers who participate in federally funded programs from firing such handicapped persons, so long as they can perform their jobs if some “reasonable” accommodation is made. Some states and cities have enacted local laws to prevent discrimination against AIDS victims, but many employers are not monitored, and some continue to discriminate against the victims of this terrible disease.

Many managers are reluctant to hire overweight persons—a class of people that the laws of most states do not protect. For example, Philadelphia Electric Company refused to hire Joyce English on the grounds that she weighed 300 pounds and not because she was unable to perform the duties of the position for which she applied. Should any of these groups—gays, transsexuals, obese persons—be protected against job discrimination? Some have argued that they should be protected on the same grounds that women and ethnic minorities are currently protected. At the present time, these groups remain as vulnerable as women, minorities, and older workers once were.
Winn-Dixie Stores fired Peter Oiler, a truck driver who had worked for the Louisiana supermarket chain for 21 years. Oiler loaded groceries from the company’s warehouse and drove them to Winn-Dixie stores in Louisiana and Mississippi. A good worker, he received above-average performance ratings and was promoted three times. Oiler had been married to his wife, Shirley, for 23 years.

Two years before he was fired, Oiler asked his supervisor, Greg Miles, to squelch a company rumor that he was gay. A year later, Miles met with Oiler and asked him if the rumor still bothered him. Oiler said it did because he was not gay, but a “transgender,” a person whose anatomical sex is inconsistent with their feelings about their gender. Oiler said he had no intention of changing his sex or of “transitioning” to live full-time as a woman.

A month later, Miles again met with Oiler. Miles said a supervisor had seen Oiler off-duty dressed as a woman. Oiler responded he sometimes dressed as a woman but never on company time. Miles replied he might harm the company image, and so he should resign and look for another job. Oiler said he was happy at Winn-Dixie and did not want another job. When consulted, Michael Istre, president of Winn-Dixie, agreed with firing Oiler because “I was concerned about my business and what kind of impact and effect that this type of behavior would have on my business and my customer base if my customers saw him.”

Over the next three months, Oiler met five times with Winn-Dixie managers and was told repeatedly to look for another job because he was to be fired. Although his job performance was fine, they said, his off-work dressing as a woman could harm the company’s image with the public. At the final meeting, Oiler was terminated while continuing to protest that he adhered to company policy for at-work dress. Said Oiler: “To be fired after 21 years with the company felt like a knife in my chest. I showed up for work on time, did a good job and followed all the rules, but I was fired because I cross-dress off-duty. We lost our health insurance, and nearly had our home foreclosed. The unbearable stress took, and still takes, a toll on our health and continues to affect our 24-year marriage.”

Although Oiler sued, a U.S. district judge decided federal laws against discrimination do not apply to transgendered people.
1. Was it wrong for Winn-Dixie to fire Peter Oiler?
2. Should discrimination laws apply to transgendered people?
All of the equal opportunity policies discussed above are ways of making employment decisions blind with respect to sex and race. These policies are all negative: They aim to prevent any further discrimination. Therefore, they ignore how past discrimination has left minorities and women disadvantaged in comparison to non-minorities and men. Because of past discrimination, minorities and women do not have the kind of work skills and workplace qualifications that their more advantaged white and male counterparts have been able to acquire. Women and minorities are still underrepresented in the more prestigious and well-paying economic positions which creates stereotypical impressions that they are not well-suited for these positions or that these positions are appropriate for whites or males. Past discrimination has also placed white and male employees in decision-making positions that determine who will be hired or promoted, and, psychologists have found, from early childhood people tend to favor those who are most like themselves (although in U.S. society both whites and blacks tend to be biased toward lighter skin). The policies discussed so far do not call for any positive steps to eliminate these lingering effects of past discrimination that tend to reproduce similar (perhaps unconscious) discriminatory behaviors in the present.

To rectify the effects of past discrimination, many employers have instituted affirmative action programs designed to achieve a more representative distribution of minorities and women within the firm by giving some degree of preference to women and minorities. What does an affirmative action program in employment involve? The heart of an affirmative action program that applies to the workplace is a detailed study (a “utilization analysis”) of all the major job classifications in the firm. The purpose of the study is to determine whether there are fewer minorities or women in a particular job classification than could be reasonably expected by their availability in the local pool of workers from which the firm recruits. The utilization analysis will compare the percentage of women and minorities in each job classification with the percentage of those minority and female workers available in the area from which the firm recruits who have the requisite skills or who are capable of acquiring the requisite skills with training the firm could reasonably supply. If the utilization analysis shows that women or minorities are underutilized in certain job classifications, the firm then establishes recruiting goals and timetables for correcting these deficiencies. Although the goals and timetables must not be rigid and inflexible numerical “quotas,” they must nonetheless be specific, measurable, and designed in good faith to correct the deficiencies uncovered by the utilization analysis within a reasonable length of time. For example, instead of setting the goal of making the “next 10 hires” minority hires, the company might instead set the goal of increasing its minority employees by “8 percent to 12 percent over the period of a year” and do so by using race as one of several different considerations it uses in hiring. The firm appoints an officer to coordinate and administer the affirmative action program, and it undertakes special efforts and programs to increase the recruitment of women and minorities so as to meet the goals and timetables it has established for itself.

U.S. Supreme Court decisions have not been completely clear about the legality of affirmative action programs. A large number of federal court decisions have agreed that the use of affirmative action programs to redress racial or gender imbalances that are the result of previous discriminatory hiring practices is legitimate. Moreover, the U.S. Supreme Court has ruled that companies can legally use affirmative action programs to remedy a “manifest racial imbalance” or a “historic,” “persistent,” and “egregious” underrepresentation of women or minorities, even if the representation was not the result of past discriminatory job practices. Over the years the Supreme Court has placed additional conditions on affirmative action programs. Race or gender can be only one of several factors affirmative action programs consider
when making decisions about individuals; affirmative action targets cannot be inflexible “quotas”; affirmative action programs must be temporary and must be “narrowly tailored” to achieve their objectives. And finally, as we have seen, affirmative action can be used to achieve “diversity,” at least by educational institutions and, apparently, even by the government when it distributes broadcast licenses.

In June, 1984, however, the Court ruled that companies may not set aside the seniority of white workers during layoffs in favor of women and minority workers hired under affirmative action plans so long as the seniority system was adopted without a discriminatory motive. Thus, although affirmative action programs that give preferences to women or minorities as a group were not declared illegal, their effects could disappear during hard times because the last hired, first-fired rule of seniority would hit strongest at women and minorities recently hired through the programs.\textsuperscript{71} The 1984 Supreme Court decision also included a nonbinding advisory statement that

If individual members of a...class demonstrate that they have been actual victims of the discriminatory practice, they may be awarded competitive seniority and given their rightful place on the seniority roster. However,... mere membership in the disadvantaged class is insufficient to warrant a seniority award; each individual must prove that the discriminatory practice had an impact on him.\textsuperscript{74}

To many this seemed to imply that affirmative action programs that awarded jobs on the basis of membership in a disadvantaged class were not completely legal. However, others interpreted the “advisory” more narrowly to mean merely that awarding seniority could not be based on mere membership in a disadvantaged class.\textsuperscript{72} This latter interpretation seemed to be supported by another Supreme Court ruling on May 19, 1986, which held that, although layoffs based on race were unconstitutional, racial hiring goals were a legally allowable means to remedy past discrimination. The 1986 Supreme Court majority opinion stated that layoffs based on race “impose the entire burden of achieving racial equality on particular (White) individuals, often resulting in serious disruption of their lives.... On the other hand, racial preferences in hiring merely deny a future employment opportunity, not the loss of an existing job, and may be used to cure the effects of past discrimination.”\textsuperscript{76}

In 1989, the Supreme Court issued several decisions that interpreted previous civil rights laws in a manner that substantially weakened the ability of minorities and women to seek redress against discrimination, particularly through affirmative action programs. In 1991, however, the U.S. Congress passed the Civil Rights Act of 1991, which stated explicitly how those laws should be interpreted and in effect overruled the Supreme Court decisions of 1989. One important decision was left standing, however. In January 1989, in \textit{City of Richmond v. J. A. Croson Co.}, the Court ruled that the affirmative action plan of a state or local government that operates by setting aside a certain percentage of its public monies for minority contractors is unconstitutional. Such set-aside programs, the Court ruled, could be used by public bodies only as “a last resort” in an “extreme case” and only if there was hard and specific proof of previous racial bias by that governmental body. \textit{Adarand Construction, Inc. v. Pena}, a case the Supreme Court heard in 1995, reinforced this decision when it ruled that the federal government is also bound by its ruling in \textit{City of Richmond v. J. A. Croson Co.}. As we noted in the introduction to this chapter, in \textit{Grutter v. Bollinger} the Supreme Court held in 2003 that universities may use affirmative action programs to achieve the goal of diversity so long as race or gender is but one of several other criteria used to determine admissions.
Thus, the U.S. Supreme Court has vacillated on the constitutionality of affirmative action programs. Depending on the period in question, the issue at stake, and the current makeup of the Court, it has tended at times to support and at other times to undermine affirmative action programs. Like the public, which remains deeply divided on the issue, the Supreme Court has had trouble making up its mind whether to support or disallow these programs.77

Of course, affirmative action programs are not found only in the United States. In Canada affirmative action programs are widely used for women, the disabled, aboriginal people, and persons whose visible features identify them as members of a minority group. India uses affirmative action programs particularly for members of the lowest castes who are underrepresented in schools and within government jobs. India’s lowest castes, sometimes called the “Depressed Classes,” include those once popularly referred to as “untouchables,” people who have long been (and who in many parts of India still are) humiliated, shunned, oppressed, segregated, and impoverished, but for whom the government now reserves a certain percentage of places in schools and universities plus jobs in government. Many Chinese universities have affirmative action policies directed at several of their own ethnic minorities, while Romania uses affirmative action for the Roma people otherwise known as “gypsies.” The South African government supports affirmative action programs for blacks, Indians, and coloreds, and Israel uses such programs for Jewish Ethiopians. But as in the United States, affirmative action in other countries is highly controversial and it has been attacked in foreign nations just as in the United States.

Affirmative action programs have been attacked mainly on the grounds that, in attempting to correct the effects of past discrimination, these programs have become racially or sexually discriminatory.78 By showing preference to minorities or women, critics argue, the programs institute a form of reverse discrimination against White males.79 A 45-year-old electrical worker at a Westinghouse plant, for example, is quoted as saying:

What does bother me is the colored getting the preference because they’re black. This I am against. I say, I don’t care what his color is. If he has the ability to do the job, he should get the job—not because of his color. They shouldn’t hire 20 percent just because they’re black. This is discrimination in reverse as far as I’m concerned…. If they want it, they can earn it like I did. I am not saying deprive them of something—not at all.80

Affirmative action programs are said to discriminate against white males by using a nonrelevant characteristic—race or sex—to make employment decisions, and this violates justice by violating the principles of equality and equal opportunity.

The arguments used to justify affirmative action programs in the face of these objections tend to fall into two main groups.81 One group of arguments interprets the preferential treatment accorded to women and minorities as a form of compensation for past injuries they have suffered. A second set of arguments interprets preferential treatment as an instrument for achieving certain social goals. Whereas compensation arguments for affirmative action are backward looking insofar as they focus on the wrongness of past acts, the instrumentalist arguments are forward looking insofar as they focus on the goodness of a future state (and the wrongness of what happened in the past is irrelevant).82 We begin by examining the compensation arguments and then turn to the instrumentalist arguments.
Compensation Argument for Affirmative Action

Arguments that defend affirmative action as a form of compensation are based on the concept of compensatory justice. Compensatory justice implies that people have an obligation to compensate those whom they have intentionally and unjustly wronged. Affirmative action programs are then interpreted as a form of reparation by which white male majorities now compensate women and minorities for unjustly injuring them by discriminating against them in the past. One version of this argument holds, for example, that blacks were wronged in the past by U.S. whites and that consequently the former should now receive compensation from whites. Programs of preferential treatment provide that compensation.

The difficulty with arguments that defend affirmative action on the basis of the principle of compensation is that the principle requires that compensation should come only from those specific individuals who intentionally inflicted a wrong, and it requires them to compensate only those specific individuals whom they wronged. For example, if five red-haired persons wrongfully injure five black-haired persons, then compensatory justice obligates only the five red-haired persons to give to only the five black-haired persons whatever the black-haired persons would have had if the five red-heads had not injured them. Compensatory justice, however, does not require that compensation should come from all the members of a group that contains some wrongdoers, nor does it require that compensation should go to all the members of a group that contains some injured parties. In this example, although justice requires that the five red-haired persons must compensate the five black-haired persons, it does not require that all red-haired persons should compensate all black-haired persons. By analogy, only the specific individuals who discriminated against minorities or women in the past should now be forced to make reparation of some sort, and they should make reparation only to those specific individuals against whom they discriminated.

Although affirmative action programs usually benefit all the members of a racial or sexual group, regardless of whether they specifically were discriminated against in the past, and because these programs hinder every white male regardless of whether he specifically discriminated against someone in the past, it follows that such preferential programs cannot be justified on the basis of compensatory justice. In short, affirmative action programs are unfair because the beneficiaries of affirmative action are not the same individuals who were injured by past discrimination, and the people who must pay for their injuries are usually not the ones who inflicted those injuries.

Various authors have tried to counter this objection to the “affirmative action as compensation” argument by claiming that actually every black person (or every woman) living today has been injured by discrimination and that every white person (or every male) has benefited from those injuries. For example, the well-known philosopher Judith Jarvis Thomson wrote:

But it is absurd to suppose that the young blacks and women now of an age to apply for jobs have not been wronged.... Even young blacks and women have lived through downgrading for being black or female.... And even those who were not themselves downgraded for being black or female have suffered the consequences of the downgrading of other blacks and women: lack of self-confidence and lack of self-respect.

And the philosopher Martin Redish wrote:

It might also be argued that, whether or not the [white males] of this country have themselves participated in acts of discrimination, they have been the...
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beneficiaries—conscious or unconscious—of a fundamentally racist society. They thus may be held independently “liable” to suppressed minorities for a form of unjust enrichment.\textsuperscript{89}

It is unclear whether these arguments succeed in justifying affirmative action programs that benefit groups (all blacks and all women) instead of specific injured individuals and that penalize groups (white males) instead of specific wrongdoers.\textsuperscript{90} Has every minority and woman really been injured, as Thomson claims, and are all white males really beneficiaries of discrimination as Redish implies? Even if a white male happens (through no fault of his own) to benefit from someone else’s injury, does this make him “liable” for that injury?

**Affirmative Action as an Instrument for Increasing Utility**

A second set of justifications advanced in support of affirmative action programs is based on the idea that these programs are morally legitimate instruments for achieving morally legitimate ends. For example, utilitarians have claimed that affirmative action programs are justified because they promote the public welfare.\textsuperscript{91} They have argued that past discrimination has produced a high degree of correlation between race and poverty.\textsuperscript{92} As racial minorities were systematically excluded from better-paying and more prestigious jobs, their members have become impoverished. The kinds of statistics cited earlier in this chapter provide evidence of this inequality. Impoverishment in turn has led to unmet needs, lack of self-respect, resentment, social discontent, and crime. Therefore, the public welfare is promoted if the position of these impoverished persons is improved by giving them special educational and employment opportunities. If opponents object that such affirmative action programs are unjust because they distribute benefits on the basis of an irrelevant criterion such as race, the utilitarian can answer that need, not race, is the criterion by which affirmative action programs distribute benefits. Race provides an inexpensive indicator of need because past discrimination has created a high correlation between race and need. Need, of course, is a just criterion of distribution.\textsuperscript{93} Appealing to the reduction of need is consistent with utilitarian principles because reducing need will increase total utility.

The major difficulties encountered by these utilitarian justifications of affirmative action have concerned, first, the question of whether the social costs of affirmative action programs (such as the frustrations felt by white males) outweigh their obvious benefits.\textsuperscript{94} The utilitarian defender of affirmative action, of course, will reply that the benefits far outweigh the costs. Second, and more important, opponents of these utilitarian justifications of affirmative action have questioned the assumption that race is an appropriate indicator of need. It may be inconvenient and expensive to identify the needy directly, critics argue, but the costs might be small compared to the gains that would result from having a more accurate way to identify the needy.\textsuperscript{95} Utilitarians answer this criticism by arguing that all minorities (and women) have been impoverished and psychologically harmed by past discrimination. Consequently, race (and sex) provide accurate indicators of need.

**Equal Justice Argument for Affirmative Action**

Although utilitarian arguments in favor of affirmative action programs are quite convincing, the most elaborate and persuasive array of arguments advanced in support of affirmative action have proceeded in two steps. First, they argue that the end envisioned by affirmative action programs is equal justice. Second, they argue that affirmative action programs are morally legitimate means for achieving this end.
The end that affirmative action programs are supposed to achieve is phrased in various ways. In our present society, it is argued, jobs are not distributed justly because they are not distributed according to the relevant criteria of ability, effort, contribution, or need. Statistics show that jobs are in fact still distributed according to race and sex. One end of affirmative action is to bring about a distribution of society’s benefits and burdens that is consistent with the principles of distributive justice and that eliminates the important position race and sex currently have in the assignment of jobs. In our present society, women and minorities do not have the equal opportunities that white males have and that justice demands. Statistics prove this. This lack of equal opportunity is because of subtle racist and sexist attitudes that bias the judgments of those (usually white males) who evaluate job applicants and that are so deeply entrenched that they are virtually ineradicable by good-faith measures in any reasonable period of time. A second end of affirmative action programs is to neutralize such conscious and unconscious bias to ensure equal opportunity to women and minorities. The lack of equal opportunity under which women and minorities currently labor has also been attributed to the privations they suffered as children. Economic privation hindered minorities from acquiring the skills, experience, training, and education they needed to compete equally with white males. Furthermore, because women and minorities have not been represented in society’s prestigious positions, young men and women have had no role models to motivate them to compete for such positions as young white males have. Carl Callahan, for example, has argued that few black youths are motivated to enter the legal profession because they have been “denied an inspiring image of the Negro Lawyer,” and they likewise shun law enforcement because they know “in what lack of regard the Negro, if employed in law enforcement at all, is held.”

A third end of affirmative action programs is to neutralize these competitive disadvantages with which women and minorities are currently burdened when they compete with white males and thereby, bring women and minorities to the same starting point in their competitive race with others. The aim is to ensure an equal ability to compete with white males. The basic end that affirmative action programs seek is a more just society—a society in which an individual’s opportunities are not limited by race or sex. This goal is morally legitimate insofar as it is morally legitimate to strive for a society with greater equality of opportunity. The means by which affirmative action programs attempt to achieve a just society is giving qualified minorities and females preference over qualified white males in hiring and promotion and instituting special training programs for minorities and females that will qualify them for better jobs. By these means, it is hoped, the more just society outlined will eventually be born. Without some form of affirmative action, it is argued, this end could not be achieved. But is preferential treatment a morally legitimate means for attaining this end? Three reasons have been advanced to show that it is not.

First, it is often claimed that affirmative action programs are a form of “reverse discrimination” against white males. Supporters of affirmative action programs, however, have pointed out that there are crucial differences between the treatment accorded to whites by affirmative action programs and unjust discrimination. To discriminate, as we indicated earlier, is to make an adverse decision against the member of a group because members of that group are considered inferior or less worthy of respect. Preferential treatment programs, however, are not based on invidious contempt for white males. On the contrary, they are based on the judgment that white males are currently in an advantaged position and that others should have an equal opportunity to achieve the same advantages. Moreover, racist or sexist discrimination is aimed at destroying equal opportunity. Preferential treatment programs are aimed
at restoring equal opportunity where it is absent. Thus, preferential treatment programs cannot accurately be described as “discriminatory” in the same immoral sense that racist or sexist behavior is discriminatory.

Second, it is sometimes claimed that preferential treatment violates the principle of equality (“Individuals who are equal in all respects relevant to the kind of treatment in question should be treated equally”) by allowing a nonrelevant characteristic (race and sex) to determine employment decisions. Defenders of affirmative action programs have replied that sexual and racial differences are now relevant to making employment decisions. These differences are relevant because when society distributes a scarce resource (such as jobs), it may legitimately choose to allocate it to those groups that will best advance its legitimate ends. In our present society, allocating scarce jobs to women and minorities will best achieve equality of opportunity, thus race and sex are now relevant characteristics to use for this purpose. Moreover, as we have seen, the reason that we hold that jobs should be allocated on the basis of job-related qualifications is that such an allocation will achieve a socially desirable (utilitarian) end: maximum productivity. When this end (productivity) conflicts with another socially desirable end (a just society), it is legitimate to pursue the second end even if doing so means that the first end will not be as fully achieved.

Third, some critics have objected that affirmative action programs actually harm women and minorities because such programs imply that women and minorities are so inferior to white males that they need special help to compete. This attribution of inferiority, critics claim, is debilitating to minorities and women and ultimately inflicts harms that are so great they far outweigh the benefits provided by such programs. In a widely read and much-acclaimed book, for example, black author Shelby Steele criticized affirmative action in business and education because, he wrote, after twenty years, it has proved to be “more bad than good.” Specifically, he writes, in affirmative action programs “the quality that earns us preferential treatment is an implied inferiority.” According to Steel, even when a black person does not see such implied inferiority in preferential treatment, “he knows that whites do” so “the result is virtually the same.” Preferential treatment he claims is “the lowering of normal standards” in order to increase black representation and such a lowering of standards leads blacks who are measured by those lower standards, to suffer a “debilitating doubt” that may be “unrecognized” but nevertheless becomes a “preoccupation” that “undermines their ability to perform, especially in integrated situations.” Steele’s eloquently expressed view is not idiosyncratic. It is a view that many other minorities have come to hold.

This third objection to affirmative action programs has met with several responses. First, although many minorities concede that affirmative action carries some costs for minorities, they also hold that the benefits of such programs still outweigh the costs. For example, a black worker who won several jobs through affirmative action is reported as saying, “I had to deal with the grief it brought, but it was well worth it.”

Second, proponents of affirmative action programs also argue that these programs are based not on an assumption of minority or female inferiority, but on recognition of the fact that white males, often unconsciously, will bias their decisions in favor of other white males. As studies repeatedly show, even when women and minorities are more qualified, white males are still granted higher salaries and positions by their white male counterparts. The only remedy for this, they argue, is some kind of affirmative action program that requires white males to counter this bias by insisting they hire that proportion of minority applicants that research shows are qualified and willing to work. Moreover, they claim, the unjustified attributions of inferiority that

---

**Quick Review 13**

**Equal Justice Argument for Affirmative Action**

- Claims affirmative action will secure equal opportunity by a fairer distribution of jobs, by neutralizing the effects of unconscious bias that affects judgments about minorities and women, and by placing women and minorities in less disadvantaged and more competitive positions in competitions with males and whites.
- Claims affirmative action is a morally legitimate means for securing equal opportunity, since it is not a form of “reverse discrimination” because it is not based on invidious judgments of male inferiority nor aims at destroying equal opportunity; it does not use a non-relevant characteristic since race and sex are relevant in this limited context; it does not harm minorities and women and any harm would be less than the harms inflicted by current unconscious discrimination.
many minorities experience are the result of lingering racism on the part of coworkers and employees, and such racism is precisely what affirmative action programs are meant to eradicate.

A third response that supporters of affirmative action make is that although a portion of minorities may be made to feel inferior by current affirmative action programs, nevertheless many more minorities were made to feel much more devastatingly inferior by the overt and covert racism that affirmative action is gradually eroding. The overt and covert racism that pervaded the workplace prior to the implementation of affirmative action programs systematically disadvantaged, shamed, and undermined the self-esteem of all minorities to a much higher degree than is currently the case.

Finally, proponents argue that it is simply false that showing preference toward a group makes members of that group feel inferior: For centuries, white males have been the beneficiaries of racial and sexual discrimination without apparent loss of their self-esteem. If minority or female beneficiaries of affirmative action programs are made to feel inferior, it is because of lingering racism and sexism, not because of the preference extended to them and their fellows. Several studies have, in fact, shown that almost no minority and female beneficiaries of affirmative action programs feel inferior because they benefitted from affirmative action programs. One survey of blacks and women who had benefited from affirmative action, for example, found that 90 percent of them reported they did not feel any loss of self-esteem due to having benefitted from affirmative action. This is not surprising since affirmative action programs do not select women and minorities solely because of their gender or race. Affirmative actions programs typically show preference for women and minorities on the basis of their qualifications, as well as their gender or race; that is, the qualifications of women and minorities must pass certain thresholds before they are chosen to participate in an affirmative action program. Since they know that they have been selected to participate in affirmative action on the basis of their qualifications, minorities and women typically are not made to feel inferior by their selection.

Strong arguments can be made in support of affirmative action programs, and strong objections can be lodged against them. Because there are such powerful arguments on both sides of the issue, the debate over the legitimacy of affirmative action programs continues to rage without resolution. However, the review of the arguments seems to suggest that affirmative action programs are at least a morally permissible means for achieving just ends, even if they may not show that they are a morally required means for achieving those ends.

Implementing Affirmative Action and Managing Diversity

Opponents of affirmative action programs have argued that other criteria besides race and sex have to be weighed when making job decisions in an affirmative action program. First, if sex and race are the only criteria used, this will result in the hiring of unqualified workers and a consequent decline in productivity. Second, many jobs have significant impacts on the lives of others or are critical to the success of the firm. Consequently, if a job has significant impact on life or health, (e.g., it affects the safety of others such as the job of flight controller or surgeon) or the entire success of the company, then criteria other than race or sex should have a prominent place and can override affirmative action. Third, opponents have argued that affirmative action programs, if continued, will turn us into a more racially and sexually conscious nation. Consequently, the programs should cease as soon as the defects they are meant to remedy are corrected.
The following guidelines have been suggested as a way to fold these sorts of considerations into an affirmative action program when minorities are underrepresented in a firm: 114

1. Both minorities and nonminorities should be hired or promoted only if they reach certain minimum levels of competency or are capable—after training or education—of reaching such levels in a reasonable time.

2. If the qualifications of the minority candidate are equal to (or higher or only slightly less than) those of the nonminority, then the minority should be given preference.

3. If both the minority and nonminority candidates are adequately qualified for a position but the nonminority candidate is clearly more qualified, then:
   a. if performance in the job directly affects the lives and safety of people (such as a surgeon or an airline pilot) or if performance on the job has a substantial and critical effect on the entire firm’s success (such as head comptroller), then the more qualified nonminority should be given preference; but
   b. if the position (like most positions in a firm) does not directly involve safety factors and does not have a substantial and highly critical effect on a firm’s success, then the minority person should be given preference.

4. Preference should be extended to minority candidates only so long as their representation throughout the various levels of the firm is not proportional to their availability.

The success or failure of an affirmative action program also depends in part on the accommodations a company makes to the special needs of a racially and sexually diverse workforce. Both women and minorities encounter special workplace problems, as we noted above, and companies need to devise innovative means for addressing these needs. The major problems faced by women relate to the fact that a large number of married couples have children, and it is women who physically bear children and who, in our culture, carry most of the burden of raising and caring for them. Some people have suggested that companies respond by creating two career tracks for women: one track for women who indicate that they plan to have and actively participate in raising their own children while pursuing their careers, and the other track for women who either plan not to have children or plan to have others (husbands or child-care providers) raise their children while they devote themselves to pursuing their careers by putting in extra hours, making sacrifices in their personal lives, traveling, transferring, and relocating to advance their careers, and taking every opportunity for professional development. 115

This approach, however, has been criticized as unjust because it may force women, unlike men, to choose between their careers and their families, and it may result in a lower status cohort of women on a “Mommy Track” who are discriminated against in favor of a high-status cohort of women on a “Career Track.” Others have suggested that so long as our culture continues to put child-care tasks primarily on women, companies should help women by providing more generous family leave policies (IBM provides up to 8 weeks of paid maternity leave, up to an additional year of unpaid leave for a new parent with the option of part-time work during that year and a guarantee of their jobs when they return, and pays a portion of the employee’s adoption expenses); more flexible work schedules (allowing parents to schedule their arrival and departure times to fit the needs of their children’s schedules or work four 10-hour days in a week instead of five 8-hour days, allowing mothers of school-age children to work full-time during the school year and either rely on temporary replacements during vacations or allow mothers to only work part-time); sick leave for
parents whose children are sick (or for nonparents who have special needs); special job arrangements for parents (letting new parents spend several years working part-time while their children are growing up and guaranteeing their jobs when they return, or letting two parents share the same job); and child-care support (setting up a child-care facility at or near the workplace, reimbursing employees for child-care expenses, setting up a child-care referral service, providing special day-care personnel who can care for employees’ sick children, or providing an onsite clinic that can care for sick children while parents work).\textsuperscript{116}

The special needs of minorities differ from those of women. Minorities are much more economically and educationally disadvantaged than nonminorities, with fewer work skills, fewer years of formal education, poor-quality educations, and poor or nonexistent English language skills. To meet their needs, companies have to begin providing on-the-job education in work skills, basic reading, writing, and computational skills, and English language skills. Newark, New Jersey’s Prudential Insurance, for example, provides computer-assisted training in reading and math for entry-level applicants. Northeast Utilities in Hartford, Connecticut, provides 5 weeks of training in vocational skills and English language skills for its Hispanic recruits. Amtek Systems in Arlington, Virginia, provides similar programs for Asians. Minorities often have cultural values and beliefs that can give rise to misunderstandings, conflicts, and poor work performance. To deal with this issue, companies have to train their managers to manage a culturally diverse workforce by educating them (minority managers as well as nonminorities) on those minority cultures represented in their workforce and helping managers learn to become more aware of, to listen to, communicate with, and understand people from diverse backgrounds.\textsuperscript{117}

The controversy over the moral propriety of affirmative action programs has not yet disappeared. The U.S. Supreme Court has ruled that such programs do not violate the Civil Rights Act of 1964. It does not follow that these programs do not violate any moral principles. If the arguments examined are correct, however, then affirmative action programs are at least consistent with moral principles. However, the arguments continue to be the subject of intense debate.

**Conclusions**

Earlier sections of this chapter examined several future trends that will affect the status of women and minorities in the workforce. Of particular significance is the fact that only a small proportion of new workers will be white males. Most new workers will be women and minorities. Unless major changes are made to accommodate their needs and special characteristics, they will not be incorporated smoothly into the workplace.

We have reviewed a number of programs that provide special assistance to women and minorities on moral grounds. However, it should be clear, in view of the future demographic trends, that enlightened self-interest should also prompt business to give women and minorities a special hand. The costs of not assisting the coming influx of women and minorities with their special needs will not be borne entirely by women and minorities. Unfortunately, if U.S. businesses do not accommodate themselves to these new workers, businesses will not be able to find the workers they need and will suffer recurrent and crippling shortages over the next decade. The pool of traditional white male workers simply will be so small that businesses will not be able to rely on them to fill all their requirements for skilled and managerial positions.

Many businesses, aware of these trends, have undertaken programs to prepare themselves now to respond to the special needs of women and minorities. To respond to women’s needs, for example, many companies have instituted day-care services and flexible working hours that allow women with children to care for their needs. Other
Valuing and managing a diverse work force is more than ethically and morally correct. It’s also a business necessity. Work force demographics for the next decade make it absolutely clear that companies which fail to do an excellent job of recruiting, retaining, developing and promoting women and minorities simply will be unable to meet their staffing needs.¹¹₈

Questions for Review and Discussion

1. Define the following concepts: job discrimination, institutionalized/isolated discrimination, intentional/nonintentional discrimination, statistical indicators of discrimination, utilitarian argument against discrimination, Kantian arguments against discrimination, formal principle of “equality,” discriminatory practices, affirmative action program, utilization analysis, “reverse discrimination,” compensation argument for preferential treatment, instrumental argument for preferential treatment, utilitarian argument for preferential treatment, the end goals of affirmative action programs, invidious contempt.

2. In your judgment, was the historical shift in emphasis from intentional/isolated discrimination to nonintentional/institutionalized discrimination good or bad? Justify your judgment.

3. Research your library or the Internet (e.g., the U.S. Census Bureau puts its statistics on the Web at http://www.census.gov) for statistics published during the last year that tend to support or refute the statistical picture of racism and sexism developed in Section 2 of the text. In view of your research and the materials in the text, do you agree or disagree with the statement, “There is no longer evidence that discrimination is widely practiced in the United States”? Explain your position fully.

4. Compare and contrast the three main kinds of arguments against racial and sexual job discrimination. Which of these seem to you to be the strongest? The weakest? Can you think of different kinds of arguments not discussed in the text? Are there important differences between racial discrimination and sexual discrimination?

5. Compare and contrast the main arguments used to support affirmative action programs. Do you agree or disagree with these arguments? If you disagree with an argument, state clearly which part of the argument you think is wrong, and explain why it is wrong. (It is not enough to say, “I just don’t think it is right.”)

6. “If employers only want to hire the best-qualified, young white males, then they have a right to do so without interference, because these are their businesses.” Comment on this statement.

Web Resources

Readers interested in researching the topic of discrimination might want to begin by accessing the Web page of the U.S. Census Bureau for current detailed statistics on income, earnings, poverty, and other topics (http://www.census.gov) or the Bureau of Labor Statistics (http://www.bls.gov) or the Equal Employment Study and Review on mythinkinglab.com.
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Opportunity Commission (http://www.eeoc.gov). The legal aspects of discrimination can be researched by searching the civil rights section of Hieros Gamos web site (http://www.hg.org/civilrgt.html). Patrick McCarthy’s Review of Court Decisions on Workplace Discrimination provides useful summaries and links to key U.S. Supreme Court cases on job discrimination, although it is no longer regularly updated (http://www.mtsu.edu/~pmcarth/eeocourt.htm); EEO News provides ongoing summaries and links to key stories on discrimination cases and developments (http://www.eeonews.com); the Oyez directory on civil rights and discrimination provides useful summaries and links on current and previous U.S. Supreme Court cases on discrimination (http://www.oyez.org/oyez/portlet/directory/200/222). For materials on affirmative action and racial discrimination in general, check out Vernellia R. Randall’s web site (http://academic.udayton.edu/race/04needs/affirmat.htm).

Should Kroger Pay Now for What a Ralphs’ Employee Did in the Past?

The Kroger Company, a Cincinnati-based firm that operates 2,500 supermarkets in 32 states, acquired the Ralphs chain of 450 supermarkets in 1998 when it bought Fred Meyer Inc., which had acquired Ralphs the year before. Kroger had a reputation for being a well-run company, with progressive and exemplary employee policies. According to company spokesman Gary Rhodes, for example, “Kroger has had a written policy prohibiting sexual harassment since the 1980s. It includes a procedure that enables employees to point out any concerns to the company. All complaints are thoroughly investigated.”¹ The company had a zero-tolerance policy for sexual harassment.

On Friday, April 5, 2002, managers of Kroger were stunned to learn that its relatively new subsidiary, Ralphs, was being told to pay compensatory and punitive damages totaling $30.6 million—the largest sexual harassment verdict ever in California, and the second-largest in the history of the United States—for the actions of Roger Misiolek, a Ralphs store manager accused of harassing six female employees at a Ralphs supermarket in Escondido, California, during 1995 and 1996. It seemed especially unfair that Kroger would have to pay for alleged injustices that had occurred before Kroger even owned Ralphs.

The harassment suit against Ralphs had been filed in 1996 by six women—Dianne Gober, Sarah Lange, Terri Finton, Peggy Noland, Suzanne Pipiro, and Tina Swann—all of whom were employees of a Ralphs store in Escondido, California. Four of the women worked as grocery cashiers, one was a bookkeeper, and one was the manager of the bakery department in the Escondido market. The trial began in April, 1998 and concluded on June 1, 1998. During the trial, the women testified that Roger Misiolek, manager of the store where they worked, began to harass them immediately after he took over the store in 1995. The harassment continued through the rest of 1995 and into 1996. The women claimed that he touched them inappropriately, verbally abused them with profanity, and that on certain occasions, he shoved shopping carts at them, and threw objects at them including telephones, clipboards, and, in one instance, a 30-pound mailbag. One woman testified that Misiolek used foul language and racial slurs against her, fondled her against her will, and threw pens and a 12-pack of soda at her. A cashier testified that Misiolek suggestively touched, grabbed, hugged, and patted her. Another testified that he repeatedly asked her about her sex life. According to the four cashiers, Misiolek would come to their grocery checkout stand, squeeze into the small area with them so body-to-body touching would occur, and grab them around the waist.

Several of the women said they complained to Ralphs management. The women claimed, however, that the company did not remove Misiolek from his store manager’s position, but instead moved the complaining women to other stores. The women submitted evidence showing that more than 80 harassment complaints had been filed against Misiolek at four different stores since 1985.

In April, 1996, events came to a head when Misiolek grabbed Dianne Gober and threw her into a chair with so much force that the chair was sent rolling across the room and slammed into a desk. She subsequently complained to the senior vice president for human resources at the company’s headquarters in Compton, California. At this point, according to Ralphs, the company disciplined Misiolek and transferred him to another Ralphs store in nearby Mission Viejo. Ralphs made him manager

¹ Kroger News Release, April 5, 2002.
over that store, where he supervised 80 store employees. Female employees and customers there allegedly again complained about him. Ralphs now moved Misiolek to another store, but this time demoted him to the position of receiving clerk.

Misiolek denied the allegations of the female employees. It was true, he later said, that he did “become angry on occasion.” But when he did so, he said, “it was not in any undue fashion.” Whatever his failings as a supervisor, Misiolek had a reputation for being quite skilled at turning a store around. Evidence submitted at the trial showed that Misiolek had a history of boosting profits at the stores that he managed and of achieving excellent bottom-line figures at those stores. Ralphs highly valued these qualities in its store managers. The company also claimed that it did not know about Misiolek’s conduct. According to Ralphs, the first time that company headquarters learned of Misiolek’s harassment was when Dianne Gober and her husband—who also worked for Ralphs—complained to human resources at its company headquarters in Compton, right after Misiolek slammed her into a chair and pushed her into a desk. At that time, Ralphs said, it had moved Misiolek to Mission Viejo where he would no longer be supervising any employees whom he might have been harassing.

On June 1, 1998, the jury reached a two-part verdict. In the first phase of the trial, they found the supermarket chain liable for gender harassment, failure to prevent gender harassment, and malice or oppression based on a conscious disregard of the rights or safety of others. In the second, penalty, phase of the trial, the jury awarded the six women $550,000 in compensatory damages and $3.325 million in punitive damages. Kroger Co., of course, would ultimately have to pay those damages.

Part of the June 1, 1998 verdict, however, was set aside almost immediately. California Judge Joan Weber, who presided over the trial, discovered that one of the jurors was a shareholder of Ralphs. Moreover, during their deliberations, that juror had looked up Ralphs’ net worth and shared his information with other jurors, disputing the expert testimony that had been offered in court on what Ralphs’ real net worth was. The jurors had relied on information about the company’s net worth to decide what punitive damages they should impose on the company during the penalty phase of the trial.

Ralphs asked that the case be retried. Judge Weber, however, ruled that the juror’s misconduct affected only the penalty phase of the trial and so only the penalty for punitive damages needed to be retried. Judge Weber’s decision was upheld on appeal. The six women and their lawyers would have to return to court to retry the penalty phase of the trial.

In 1999, Misiolek had been demoted to working on a loading dock. However, he continued working for Ralphs for more than a year after Kroger took over Ralphs. In early 2000, Ralphs’ management sent Misiolek a disciplinary letter, claiming that he had continued to make sex- and race-based insults against Ralphs’ employees and had continued to touch women inappropriately. Fourteen months after Kroger acquired Ralphs, the company finally suspended Misiolek and he subsequently quit. In his resignation letter to Ralphs, Misiolek continued to deny the accusations against him.

The 1-month trial for the penalty phase of the case took place in 2002 and was presided over by Judge Michael Anello. This time, there was less dispute over the net worth of Ralphs because the jurors had available the exact price that Fred Meyer Inc. had paid for Ralphs in 1996 and that Krogers had subsequently paid in 1997. The penalty phase concluded on April 5, 2002, when the jury announced that it had awarded each of the six women $550,000 as compensation for emotional damage the harassment had caused them and $5 million each in punitive damages, for a total award of $33.3 million.

The award was among the largest ever for a sexual harassment case in the United States, and came as a surprise to Kroger, who had hoped it would be substantially less. The women’s lawyer declared that the award was appropriate since the company “knew it was happening, but chose not to take any effective action. All they would do was transfer the victims away.” After the trial, the lawyer for the women told jurors that the judge had not allowed him to present evidence that Misiolek had been harassing women for 10 years before he was put in charge of the Ralphs store in Escondido. One woman who worked for Misiolek in 1985 allegedly said he called her a “dirty Mexican” and threw things at her, while a black woman said he had told her in 1992, “You can call me, ‘Yessuh, boss.’” One of the jurors, John Adair, declared that he felt the penalty was too small because the company should have been penalized at least 1 percent of its $3.7 billion net worth.

Nevertheless, a few months after the trial ended, the verdict of the jurors was set aside again. Judge Michael Anello issued an order on July 15, 2002, which argued that the damages awarded to the six women was “grossly excessive” and the result of the jury’s “passion and prejudice.” In his order Judge Anello conceded that Misiolek’s behavior was “utterly despicable.” However, he continued, “there was no evidence to support the conclusion that Misiolek was a managing agent of Ralphs, and the evidence was insufficient to support the conclusion that Ralphs approved of or ratified Misiolek’s conduct.” Misiolek was not acting on behalf of Ralphs when he harassed the women, claimed the judge, nor was the harassment ordered by the company’s management. It was, instead, the isolated action of a single manager.
The company as a whole should therefore not be held responsible for his actions, the judge argued. Instead, the jury should have punished the company only for the specific actions of Misiolek’s supervisors who allowed him to run the Escondido store after they had received complaints from other women about his behavior. The actions of this handful of managers did not merit a penalty of $30.6 million against the entire company. Moreover, said Judge Anello, the punitive damages (which were about 60 times the $550,000 awarded as compensatory damages by the second jury) were not reasonably related to the compensatory damages. And the compensatory damages the second jury had awarded each woman ($550,000) were themselves excessive and should also be set aside.

Finally, the $30.6 million exceeded the amount needed to punish Ralphs and to deter other companies from doing the same in the future. Anello concluded by reducing the $30.6 million award to $8.25 million. According to the judge, the punitive damages each of the women should receive should be no more than 15 times the amount of compensatory damages the first jury had awarded them. This meant that Dianne Gober should receive $3 million, Tina Swann should receive $1.5 million, Finton and Lang should each receive $934,500, Noland should get $750,000, and Papiro should receive $1.125 million. The judge gave the six women 10 days to make up their minds whether to accept his reduced award, or to agree to a third trial.

On July 24, 2002, two of the women, Dianne Gober and Tina Swann, agreed to accept the judge’s reduced award equal to 15 times the compensatory damages awarded by the jury in their first trial. The other four women decided to reject the smaller awards and to return to the courtroom for yet another trial as the judge promised they could do. One of the lawyers for the women angrily stated that the reduced awards failed to punish Ralphs, would fail to deter similar activity from other companies, and failed to serve as an example to others, as punitive damages are supposed to do.

For years the case slowly wound its way through the court system as both sides filed repeated appeals. But the ten-year old case reached its final conclusion on March 1, 2006 when the case came before the Court of Appeal for the Fourth District, Division 1, of California. The Court of Appeal, in what appeared to be a reprimand to the four remaining female victims, ruled that they were entitled to punitive damages equal to only 6 times the compensatory damages awarded by the jury in their first trial, much less than the punitive award of 15 times the compensatory damages which had been offered by the judge four years earlier on July 24, 2002! This meant that instead of the $934,500 Finton and Lang had each been offered in 2002, they each would now receive only $375,000; instead of the $750,000 Noland was offered in 2002, she would now receive $300,000; and instead of the $1.25 million Papiro was offered in 2002, she would now receive $450,000. If the women’s lawyers had thought that the 2002 punitive amounts were such negligible sums to a company the size of Kroger that they neither punished the company nor served as a deterrent, then the 2006 amounts the women were given for what they had gone through while working at Ralph’s perhaps did not even register as a slap on the company’s figurative wrists.

Questions

1. Assuming that the store and district managers of Ralphs received complaints about Misiolek’s behavior starting in 1985, but that these complaints did not reach Ralphs’ headquarters in Compton, do you believe that the judge is right in holding that the company as a whole should not be held responsible for his actions? Should the company be held responsible for policies that prevent complaints from reaching headquarters?

2. What kind of penalty do you believe would be appropriate for Ralphs? In your view, was the $33.3 million penalty excessive? Explain. Was the final 2006 judgment fair? Explain.

3. Should Kroger have to pay for events that happened before it took over the chain of supermarkets?

4. What can a company do to make sure that a situation like Misiolek’s does not occur? Why do you think Ralphs allowed Misiolek to continue managing stores?

Note

**Wal-Mart’s Women**

On April 26, 2010, the full eleven-member Ninth Circuit U.S. Court of Appeals in San Francisco ruled in a 137-page opinion (Betty Dukes et al. v. Wal-Mart Stores, Inc.), that a case accusing Wal-Mart Stores, Inc. of discriminating against its U.S. female workers could proceed to trial as a class action lawsuit, thereby reaffirming most of the earlier 2007 and 2004 rulings of three members of the Ninth Circuit Court of Appeals as well as earlier district court rulings. The women, according to the 2010 Court of Appeals opinion, “allege that women employed in [domestic] Wal-Mart stores: (1) are paid less than men in comparable positions, despite having higher performance ratings and greater seniority; and (2) receive fewer—and wait longer for—promotions to in-store management positions than men.” The case, the largest ever in American civil rights history, had been launched almost a decade earlier by six American women who had worked in 13 Wal-Mart stores. They were asking the company to compensate them and any other women who had worked for Wal-Mart in the United States since December 26, 1998 for the many years of injury they had suffered as a result of the company’s sexual discrimination. Several analysts noted that if Wal-Mart were to lose the case, it would cost the company many billions of dollars since the allegedly injured group would include all women employees subjected to discrimination at Wal-Mart’s 3,400 stores hired since December 26, 1998, a group estimated to include as many as 1.5 million to 2 million women. While the 2010 decision allowed all women who were working for Wal-Mart when the lawsuit was filed to be part of this injured group, it ruled that a lower district court would have to decide how to handle any women who worked for Wal-Mart after December 26, 1998 but who were no longer working for Wal-Mart the day the lawsuit was filed.

Wal-Mart Stores, Inc., the world’s biggest retailer, owns more than 8,400 stores, including 800 discount stores, 2,747 Wal-Mart Supercenter combination discount and grocery stores, and 596 Sam’s Club warehouse stores. It is the leading retailer in both Canada (317 stores) and Mexico (1,469), owns almost 40 percent of SEIYU, a Japanese supermarket chain, and has stores in Argentina (43), Brazil (434), China (279), Chile (252), Costa Rica (170), El Salvador (77), Guatemala (164), Honduras (53), Japan (371), Nicaragua (55), Puerto Rico (56), and the United Kingdom (371). At the end of its fiscal year, January 2010, Wal-Mart posted sales of $408.2 billion (64 percent from U.S. sales) and net profits of $14.3 billion. The company had over 2,100,000 employees worldwide.

The “Always Low Prices” company is famous for its strong and distinctive corporate culture, which it actively promotes. New employees get videos, classes, and literature on Wal-Mart’s culture, such as the “Three Basic Beliefs” (“Respect for the Individual,” “Service to Our Customers,” and “Strive for Excellence”). Employees read founder Sam Walton’s personal biography and learn how his personal values became core beliefs of the company. Weekly training on company culture is mandatory for managers and employees. Managers get continuing lessons on the company’s culture and impart these lessons to subordinates. Managers are evaluated on their knowledge of the culture and employees are rewarded when they demonstrate a strong commitment to it. Some of the company’s cultural traditions are male-oriented. Senior managers attend an annual corporate retreat, for example, that always includes fishing and quail hunting. Managers sometimes scheduled district meetings at Hooter’s restaurants, and annual sales meetings sometimes featured side trips to strip clubs.

Although the staunchly antiunion company is known as a benevolent employer, its reputation suffered during the opening decade of the twenty-first century. In July, 2000, an internal audit uncovered violations of state labor laws concerning time for breaks and violations of federal child-labor laws. In October, 2003, the Immigration and Naturalization Service (INS) conducted several midnight raids and discovered that the cleaning companies Wal-Mart hired to clean its stores at night had hundreds of illegal immigrants working as janitors. Wal-Mart was charged with conspiring with the cleaning companies to cheat immigrants out of their wages. In February, 2004, the company was found guilty of failing to pay overtime wages to workers who claimed they had to work overtime without pay between 1994 and 1999. In 2005, a California jury made Wal-Mart pay $172 million to employees forced to work without meal breaks. In 2006, Wal-Mart ended up paying $188 million to settle a Pennsylvania lawsuit over off-the-clock work. In December 2008, Wal-Mart announced it had agreed to pay between $352 million and $640 million to settle 63 cases in 42 states involving hundreds of thousands of employees forced to work off the clock so the company could save money on wages. The settlement, announced two weeks after a $54 million wage-and-hour lawsuit settlement with 100,000
other workers, left 12 other similar lawsuits still pending against Wal-Mart.

Wal-Mart’s biggest employee headache, however, was the class action lawsuit (Dukes et al. v. Wal-Mart Stores, Inc.) claiming the company discriminated against female employees in promotions, pay, management training, and job assignments. The lawsuit was launched in June, 2001 by six female Wal-Mart employees and on June 22, 2004, U.S. District Court Judge Martin Jenkins ruled that the six women could sue on behalf of all female employees of Wal-Mart who worked at its U.S. stores anytime since December 26, 1998. The women asked for back pay and compensation for all 1.6 million female employees against whom Wal-Mart had discriminated. In 1995, six years before the lawsuit was filed, Wal-Mart had paid a law firm to assess its compensation practices and the law firm reported that in 1993 Wal-Mart’s male department managers earned $236.80 while females earned $223.70; males in salaried jobs earned $644.20 a week while females got $540.50. These and other disparities, the law firm concluded, “are statistically significant and sufficient to warrant a finding of discrimination unless the company can demonstrate at trial that the statistical disparities are caused by legitimate, nondiscriminatory factors.”

The six women who filed the discrimination lawsuit in 2001 hired a statistical expert, Richard Drogin, a professor at California State University at Hayward, to analyze Wal-Mart’s computerized employee records of 3,945,151 employees who had worked any time during 1996–2002.4 The professor’s findings supported some of the allegations of the women.

Drogin’s report noted that Wal-Mart employees are divided into two main groups: hourly employees at the lower levels and salaried management employees at the higher levels. Hourly employees include store cashiers, associates, stock people, department heads, and support managers. Salaried management employees are divided into two groups: At the lower level are those who manage a single store and at the higher level are those who manage an entire district or region or who enter corporate management. At the store level, salaried managers include store managers and assistant managers; above them are district managers, regional vice presidents, and senior vice presidents. Since Wal-Mart promotes predominantly from within, workers typically progress from being an upper hourly employee (usually a “support manager”), to management trainee, to store manager or assistant manager, and finally to district, regional, or corporate manager.

Compensation increases from one level to the next. In 2001, salaried managers made about $50,000 a year while hourly employees made $18,000. Drogin found that 65 percent of hourly employees were women, but only 33 percent of salaried managers were. At both levels, women earned less than men. The 2001 average annual earnings, for example, were as follows:

<table>
<thead>
<tr>
<th>Group</th>
<th>% Female</th>
<th>Male Earnings</th>
<th>Female Earnings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hourly managers</td>
<td>70.2%</td>
<td>$18,609</td>
<td>$17,459</td>
</tr>
<tr>
<td>Salaried managers</td>
<td>33.5%</td>
<td>$55,443</td>
<td>$40,905</td>
</tr>
</tbody>
</table>

Drogin found this pattern repeated in all 41 of Wal-Mart’s American regions.

Drogin also found that, on average, women earned less than men at each in-store salaried management job. During the years 1999–2001, for example, he found the following average annual salaries among salaried managers:

<table>
<thead>
<tr>
<th>Job</th>
<th>% Female</th>
<th>Male Salary</th>
<th>Female Salary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regional VP</td>
<td>10.3%</td>
<td>$419,435</td>
<td>$279,772</td>
</tr>
<tr>
<td>District manager</td>
<td>9.8</td>
<td>239,519</td>
<td>177,149</td>
</tr>
<tr>
<td>Store manager</td>
<td>14.3%</td>
<td>105,682</td>
<td>89,280</td>
</tr>
<tr>
<td>Comanager</td>
<td>23%</td>
<td>59,535</td>
<td>56,317</td>
</tr>
<tr>
<td>Asst. manager</td>
<td>35.7%</td>
<td>39,790</td>
<td>37,322</td>
</tr>
<tr>
<td>Mgmt. trainee</td>
<td>41.3%</td>
<td>23,175</td>
<td>22,371</td>
</tr>
</tbody>
</table>

Drogin found a similar gap in hourly pay rates. In 2001, for example, he found that in the three largest hourly jobs, average hourly wages were as follows:

<table>
<thead>
<tr>
<th>Job</th>
<th>% Female</th>
<th>Male Hourly Pay</th>
<th>Female Hourly Pay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dept. head</td>
<td>78.3%</td>
<td>$11.13</td>
<td>$10.62</td>
</tr>
<tr>
<td>Sales associate</td>
<td>67.8%</td>
<td>8.73</td>
<td>8.27</td>
</tr>
<tr>
<td>Cashier</td>
<td>92.5%</td>
<td>8.33</td>
<td>8.05</td>
</tr>
</tbody>
</table>

Drogin concluded that for a single year “the total earnings paid to men is about $5,000 more than earnings paid to women, among full-time employees working at least 45 weeks, on average, in 2001.”

Drogin analyzed whether the discrepancies could be accounted for by the assumption that women left their jobs more than men, perhaps to raise children or for some other reason. This would give women higher turnover rates and men greater experience and seniority. He found that women stayed in the workforce longer than men at Wal-Mart and so had more on-the-job experience on average than men did. For example, at the end of 2001, the
average number of years since their date of hire for men and women was as follows:

<table>
<thead>
<tr>
<th>Job</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>All hourly</td>
<td>3.13 years</td>
<td>4.47 years</td>
</tr>
<tr>
<td>All managers</td>
<td>6.69</td>
<td>7.39</td>
</tr>
<tr>
<td>Sales associates</td>
<td>2.53</td>
<td>3.41</td>
</tr>
<tr>
<td>Dept. managers</td>
<td>5.29</td>
<td>7.49</td>
</tr>
<tr>
<td>Cashiers</td>
<td>1.86</td>
<td>2.53</td>
</tr>
</tbody>
</table>

Drogin discovered also that while it took women 4.38 years from their date of hire to be promoted to assistant manager, men were promoted after only 2.86 years, and while it took women 10.12 years to become store managers, it took men only 8.64 years.

Drogin next checked whether the wage and promotion discrepancies could be accounted for by the performance records of males and females; perhaps males performed better than females. He found that, on average, women had higher performance ratings than men. In 2001, for example, the performance ratings (on a scale of 1–7, where 1 is low and 7 high) were as follows:

<table>
<thead>
<tr>
<th>Job</th>
<th>Men’s Ratings</th>
<th>Women’s Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>All hourly</td>
<td>3.84</td>
<td>3.91</td>
</tr>
<tr>
<td>Sales associates</td>
<td>3.68</td>
<td>3.75</td>
</tr>
<tr>
<td>Dept. manager</td>
<td>4.28</td>
<td>4.38</td>
</tr>
<tr>
<td>Cashier</td>
<td>3.58</td>
<td>3.49</td>
</tr>
</tbody>
</table>

Drogin also examined whether the pay gap between male and female compensation at Wal-Mart stayed the same over the years. He found that women who were hired into hourly jobs in 1996 were paid $0.35 less per hour than men hired into hourly jobs that same year. By 2001, the gap between the wages of these same employees had increased to $1.16 per hour. Also, women hired as sales associates in 1996 received $0.20 per hour less than men hired as sales associates that year. By 2001, the difference had grown to $1.17 per hour.

Finally, Drogin performed several statistical tests to determine whether the discrepancies in promotions and pay could be the result of women not being available (not in the “feeder pools”) when promotions came up or of some other factors. He found, instead, that

- Women received 2,891 fewer promotions into Support Manager [the step before Management Trainee] than would be expected from their representation in the feeder pools.
- Women received 2,952 fewer promotions into Management Trainee than would be expected from their representation in the feeder pools.
- Women received 346 fewer promotions into Co-Manager than would be expected from their representation in the feeder pools.
- Women received 155 fewer promotions into Store Manager than would be expected from their representation in the feeder pools.
- Total earnings paid to women ranged between 5 and 15 percent less than total earnings paid to similarly situated men in each year 1996–2001, even when accounting for factors such as seniority, status, and store.

Drogin noted two factors that might affect women’s promotion into management. First, many store managers believed that employees going into salaried management positions had to be willing to relocate geographically, and they communicated this belief to women. In practice, however, only a small proportion of managers were required to relocate their homes, and the company had programs that allowed women to opt out of this requirement. Second, while the company had a policy of posting available management positions, managers had the discretion to not post some positions and to communicate the availability of these positions by word of mouth to potential candidates they picked.

Another expert hired by the six women who brought the discrimination lawsuit against Wal-Mart, Marc Bendick, a labor economist, noted that Wal-Mart’s top retail competitors had no trouble promoting women into management. While Wal-Mart’s in-store salaried managers were 34.5 percent women, salaried managers at 20 comparable large retail chains were 56.5 percent female. If Wal-Mart had achieved the same female manager-to-nonmanager ratios as comparable chains in 1999, it would have had at least 4,004 more in-store female managers, 466 more female managers at corporate headquarters, 144 more at “blue-collar” nonstore establishments, 107 more in other nonstore establishments, and 97 more in separately reporting establishments.

The six women suing Wal-Mart also hired an expert in sociology, William T. Bielby, a professor at the University of California, Santa Barbara, to analyze and report on Wal-Mart’s hiring practices. Based on numerous hours of testimony under oath given by Wal-Mart managers, Bielby concluded that although company guidelines stated minimum criteria for promotions, managers had no written policies to guide them in selecting among candidates who met the minimum criteria, nor did they have guidelines to guide them in setting exact salaries. He noted that “a large body of social science research demonstrates that gender stereotypes are especially likely to influence personnel decisions when they are based on subjective factors, because substantial decision-maker discretion tends to allow people to seek out and retain stereotype-confirming information and ignore or minimize information that defies stereotypes.” Moreover, he added, “In such settings
stereotypes can bias assessments of women’s qualifications, contributions, and advancement potential, because perceptions are shaped by stereotypical beliefs about women generally, not by the actual skills and accomplishments of the person as an individual.” In his report he noted:

For example, Store Manager Arturo Mireles testified that he was aware of no written criteria to be used in making decisions about promotion to Department Manager or Support Manager. His practice was to rely on a range of unwritten criteria, including subjective factors such as teamwork, ethics, integrity, ability to get along with others, and willingness to volunteer to come in to assist in the store or at another store outside of regular work hours. While factors like these might have common sense appeal and some might in fact be appropriate to consider in making promotion decisions, assessments will be biased [by stereotypes] unless they are assessed in a systematic and valid manner, with clear criteria and careful attention to the integrity of the decision-making process. . . . The same kind of discretion is allowed in decisions about compensation for hourly employees. . . . According to company policy the Store Manager can pay up to two dollars an hour above the stated rate, based on his or her assessment of factors such as previous pay and experience. There is no company guideline and no training on when and how to adjust pay upwards and while overall payroll is monitored, there is no monitoring of these individual adjustments . . . A Store Manager can give a raise larger than the specified amount at his or her own discretion. In addition, employees can be given merit increases for “exceptional performance.” . . . However, there is no guideline for assessing “exceptional performance” and no monitoring of the number of people who receive increases and how frequently they are given to any specific employee.

Bielby also noted, however, that Wal-Mart’s “managers testified consistently that they did not believe that women were less qualified than men for management positions in the company.” Wal-Mart insisted, in fact, that it explicitly prohibited any form of discriminatory behavior and that its managers all believed that women were as qualified as men. Any discriminatory behavior would have to be based on an individual manager’s personal decision to contravene company policy and should not be attributed to anything Wal-Mart had done. On the contrary, the company worked hard to ensure equal opportunity for all its employees.

More than 100 female Wal-Mart employees came forward to provide sworn declarations detailing their treatment by the company. These included:

- A female assistant manager in Utah was told by her store manager that retail is “tough” and “not appropriate” for women.
- A manager in Texas told a female employee that women have to be “bitches” to survive Wal-Mart management.
- A Sam’s Club manager in California told a woman that to get promoted she should “doll up,” dress a little better, and “blow the cobwebs off her make up.”
- Male managers in several states repeatedly told numerous women employees in virtually identical words that men “need to be paid more than women because they have families to support.”
- A male manager in South Carolina told a female employee that “God made Adam first, so women will always be second to men.”
- A female personnel manager in Florida was told by her manager that men were paid more than women because “men are here to make a career and women aren’t. Retail is for housewives who just need to earn extra money.”
- A female corporate manager in Arkansas was told by a senior VP that it would be better if she “were at home raising a family” and that since she did not hunt, fish, or do other typically male activities, she would not advance any further: “you aren’t a part of the boy’s club, and you should raise a family and stay in the kitchen.”
- A female management trainee in Texas was told by her supervisor, “I don’t like college graduates, and I don’t like female managers” and was told by her next manager that she should “resign and find a husband to settle down with and have children.”

The company’s lawyers claimed that the group of allegedly injured women was too large to handle in a single trial and that the experiences of the six women who brought the suit could not possibly be representative of the diverse and varied experiences of the millions of women that had worked for Wal-Mart. Moreover, they argued, Wal-Mart used many different systems for compensating and promoting employees, depending on the position and the particular store. Pay and promotion decisions were independently determined by individual managers at the store level and were not based on a uniform company policy. The company as a whole should not be penalized, they said, because of the independent decisions of some of its managers. The company had instituted many equal opportunity programs to ensure that everyone was treated the same regardless of race or gender.
As early as the 1990s, in fact, Wal-Mart had started a number of programs to achieve diversity. The company had a written antidiscrimination policy posted everywhere. Managers got reports on the gender composition of their hourly and salaried positions. Managers were told that women’s representation should “reflect the community.” Managers had to set an annual goal of increasing female representation in their areas and were supposed to be evaluated on the progress they made toward reaching the goals they set for themselves. Although this evaluation did not affect the compensation of in-store salaried managers, all higher-level managers were evaluated on the progress they made toward the diversity goals they had set themselves, and this evaluation was then averaged with their progress toward three other kinds of “people” goals. Each manager’s “people average” constituted 5 percent of the final evaluation on which their compensation for the following year was based. The managers testified that they tried to set goals that were “realistic,” “achievable,” “made sense,” and “weren’t worse than the year before.” A program that allowed women to enter salaried management jobs without having to relocate their homes had been begun by the late Sam Walton. After Walton’s death, however, the program was not widely used nor known.

Although the Ninth Circuit Court of Appeals ruled in April, 2010, that the women’s case could finally go forward as a class action, Wal-Mart’s management appealed the ruling to the U.S. Supreme Court. On Monday, December 6, 2010, the Supreme Court announced that it had decided to hear the Wal-Mart case and to make a final determination about whether the case could be tried as a class action suit that would end up involving some 1.5 million female workers. Wal-Mart management believed that if the lawsuit were to succeed, it could have a significant material financial impact on the company. Some analysts speculated that Wal-Mart might choose to reach a settlement with the women either before or after the Supreme Court decided what it would do to “put the case behind it,” although even a negotiated settlement would not be cheap.

Jeff Gearhart, Executive Vice President and General Counsel for Wal-Mart said “We are proud of the strides we have made to advance and support our female associates and have been recognized for our efforts to advance women through a number of awards and accolades. In 2008, Walmart was named in the ‘Top 40 Greatest Organizations for Women of Color to Work’ by Women of Color magazine as well as one of the ‘Top 10 Best Companies for Women’ by PINK magazine.” On May, 2007, Wal-Mart announced it was named one of the “Top 50 Companies for Diversity” by DiversityInc magazine. “We remain committed to maintaining diversity in all aspects of our business,” said a company spokesperson.

Questions

1. What financial impact do you think the lawsuit could potentially have on Wal-Mart? Do you think the women deserve to win their lawsuit? What if the outcome of the case cost Wal-Mart so much it had to lay off thousands of its workers and close stores?

2. What are the major moral complaints of the females suing Wal-Mart? Do you believe these complaints are justified? Why? Wal-Mart has said that the case should not be heard as a class-action, but that each woman should be considered individually and an individual determination should be made regarding whether she specifically was discriminated against by Wal-Mart, because each woman’s situation is different. Do you agree?

3. What factors do you think might account for the discrepancies the Drogin report uncovered?

4. What, if anything, do you think Wal-Mart should do to correct these discrepancies? Should the company institute an “affirmative action” promotion program for female employees? If so, what should this program be like?

Notes

1. Much of this case is based on the documents the plaintiffs in Dukes et al. v. Wal-Mart Stores, Inc have made available at http://www.walmartclass.com/walmartclass_forthepress.html. In particular, the materials cited in notes 4, 5, and 6 are available at this web site and can be accessed there.


4. Richard Drogin, “Statistical Analysis of Gender Patterns in Wal-Mart Workforce,” February 2003, accessed August 1, 2004 on Wal-Mart Class web site (see note 1); all information and quotations attributed to Drogin in this case are drawn from this report.

5. William T. Bielby, “Expert Report of William T. Bielby, Ph.D.,” February 3, 2003, accessed August 1, 2004 on Wal-Mart Class web site (see note 1); all information and quotations attributed to Bielby in this case are drawn from this report.

6. This summary of the 100 declarations is taken in part from the April 28, 2003 news release, “Women Present Evidence of Widespread Discrimination at Wal-Mart; Ask Judge to Expand Case to be Largest Ever Sex Discrimination Case,” accessed August 2, 2004 on Wal-Mart Class web site (see note 1); all 100 declarations are available on the Wal-Mart Class web site and my summary includes some materials drawn from these declarations.
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